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หนังสือ “การวิเคราะห์ข้อมูลด้วย jamovi เทคนิคโมเดลสมการ
โครงสร้าง ” ได้จัดทำขึ้นมาเพ่ือใช้ประกอบการเรียนของนิสิตวิชา  สถิติประยุกตขั้นสูงสําหรับการ
วิจัยการสื่อสาร ( ADVANCED APPLIED STATISTICS FOR COMMUNICATION RESEARCH รหัสวิชา  
2800716 ) สำหรับนิสิตปริญญาเอก ของคณะนิเทศศาสตร์ จุฬาลงกรณ์มหาวิทยาลัย ที่ผู้เขียนทำการสอนอยู่ 
เนื่องจากยังไม่ตำราเรียนเป็นตำราหลักของวิชานี้  จึงได้ทำเอกสารประการเรียนการสอนวิชานี้โดยเน้น การที่ใช้ 
โปรแกรม jamovi ที่เป็นโปรแกรมประเภมฟรีแวร์ที่ไม่เสียค่าลิขสิทธ์ และสามารถใช้งานไม่ยุ่งยาก มาช่วยวิเคราะห์ 

หนังสือเล่มนี้เป็นหนังสือในชุด  “การวิเคราะห์ข้อมูลด้วยjamovi” ที่ประกอบไปด้วย 4 เล่ม คือ  
เล่มที่ 1 การวิเคราะห์ข้อมูลด้วย jamovi ทดสอบเกี่ยวกับความแตกต่าง  
เล่มที่ 2 การวิเคราะห์ข้อมูลด้วย jamovi ทดสอบเกี่ยวกับความสัมพันธ์  
เล่มที่ 3 การวิเคราะห์ข้อมูลด้วย jamovi แบบหลายตัวแปร  
เล่มที่ 4 การวิเคราะห์ข้อมูลด้วย jamovi เทคนิคสมการโครงสร้าง  

สำหรับเล่มนี้ซึ่งเป็นเล่มที่ 4 ได้จัดทำมาจากการรวบรวมเอกสารที่ใช้สอนได้พัฒนาและปรับปรุงมา
พอสมควร จึงได้รวบรวมมาเป็นหนังสือเล่มนี้ และคิดว่าผู้อ่านที่ไม่ใช่นักสถิติก็สามารถทำความเข้าใจได้ โดยหนังสือ

เล่มนี้จะมีแนวทางในการอ่านในแต่ละเรื่องที่เป็นเทคนิคของ โมเดลสมการโครงสร้าง ดังนี้ 

•       จะเป็นการกล่าวถึงทฤษฎีที่สำคัญและจำเป็นต้องรู้โดยมีกรณีศึกษาประกอบ 

•     จะเป็นการกล่าวถึงการนำโปรแกรมสำเร็จรูป jamovi มาช่วยในการวิเคราะห์ 

•   จะเป็นการกล่าวถึงการอ่านผลลัพธ์ที่ได้จากโปรแกรม jamovi และการนำเสนอ 
สุดท้ายนี้ผู้เขียนต้องขอบคุณ นิสิตปริญญาเอก ของคณะนิเทศศาสตร์ จุฬาลงกรณ์

มหาวิทยาลัย ทุกท่าน นอกจากจะช่วยอ่านและตรวจสอบแล้ว ยังเป็นแรงผลักดันที่ทำให้ผู้เขียนในฐานะผู้สอน 
จำเป็นต้องทำหนังสือเล่มนี้ออกมา ผู้เขียนหวังเป็นอย่างยิ่งว่าน่าจะเป็นประโยชน์ต่อ นิสิตในการทำ ดุษฎีนิพนธิ์
ระดับปริญญาเอก และผู้อ่านทั่วไปที่ไม่ใช่นักสถิติ และ มีความสนใจ 

     ........................................................ 
(รองศาสตราจารย์ ศิริชัย พงษ์วิชัย ) 

    ๑   มีนาคม   ๒๕๖๙ 
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1 
โมเดลสมการโครงสร้าง  

( Structural Equation Modeling : SEM )   

  
โมเดลสมการโครงสร้าง(Structural Equation Modeling : SEM )  เป็นวธิกีารทาง

สถติอิกีวธิหีนึ่งทีใ่ชใ้นการวเิคราะหข์อ้มลูเพือ่ตรวจสอบ และ อธบิายความสมัพนัธร์ะหว่างกลุ่มตวัแปร โดย
โมเดลแบบ SEM นี้อาจจะประกอบไปดว้ยโมเดลย่อยๆมากกว่า 1 ชุดกไ็ด ้ ซึง่โมเดลเหล่านี้จะถูกน าไป
สรา้งในรปูของสมการหลายสมการ ดว้ยเทคนิคของ SEM จะบูรณาการสมการหลายๆสมการเหล่านี้ไป
พรอ้มๆกนั แต่หลกัการโดยทัว่ๆไปของ SEM เหมาะสมทีจ่ะใชย้นืยนั( Confirmatory ) โมเดลมากกว่าทีจ่ะ
คน้หา ( Exploratory ) โมเดล โดยผูว้เิคราะหจ์ะตอ้งมกีารทบทวนวรรณกรรมจาก ทฤษฎ ีแนวคดิ ตลอดจน 
งานวจิยัทีเ่กี่ยวขอ้งแลว้มาสรา้งเป็นโมเดล แลว้น ามาเปรยีบเทยีบกบัขอ้มลูของตวัแปรทีม่อียู่ในโมเดลทีไ่ด้
จากการเกบ็รวบรวมมาได ้ ว่ามคีวามแตกต่างกนัหรอืไม่ เพือ่น าไปสู่บทสรุป ความเป็นไปไดข้องโมเดล 
SEM ทีส่รา้งขึน้มา 

เทคนิคของ SEM สามารถน าไปใช้ศึกษา ชุดของข้อมูลที่มีตัวแปรจ านวนมากและมี
ความสมัพนัธใ์นลกัษณะต่อเนื่องกนั เช่น  

• วัฒนธรรมองค์กรที่มีความสัมพันธ์กับประสิทธิภาพการทำงาน   

• ความตระหนักถึงความปลอดภัยการขับขี่ที่มีความสัมพันธ์กับพฤตกิรรมสวมหมวกนิรภัย  
• องค์ประกอบที่ส่งผลต่อประสิทธิภาพในการสื่อสาร 

วธิกีารของ SEM ได้รวบรวมวธิกีารวเิคราะห์ทางสถติิหลากหลายวธิแีต่สามารถจ าแนก
ตามวตัถุประสงคห์ลกัๆได ้ 3 วตัถุประสงคด์งัต่อไปนี้ 

1. เพื่อประมาณค่าความสัมพันธ์ของกลุ่มตัวแปร ด้วยวิธีการของ Path Analysis 

2. เพื่อตรวจสอบความสัมพันธ์เชิงโครงสร้าง ด้วยวิธีการ Confirmatory Factor Analysis 
3. เพื่อตรวจสอบความสอดคล้องของข้อมูลกับโมเดลที่สร้างขึ้น 

การวิเคราะห์ตามเทคนิคของ SEM สามารถใช้โปรแกรมคอมพิวเตอร์มาช่วยในการ
วเิคราะห์หลายโปรแกรม เช่น Lisrel  AMOS หรอื R ในหนังสอืเล่มนี้จะใช้โปรแกรม JAMOVI  ซึ่งเป็น
โปรแกรมฟรแีวรท์ีส่ามารถน ามาใชไ้ด้โดยไม่มคี่าลขิสทิธ์ ซึ่งความสามารถก็ไม่แตกต่างจากโปรแรมอื่นๆ 
แต่มจุีดเด่นที่เป็นโปรแกรมทีใ่ชง้านง่าย ในลกัษณะทีเ่รยีกว่า Interactive ทีผู่ใ้ชจ้ะเหน็ผลลพัธิท์ีไ่ดท้นัททีี
เลอืกเมนูค าสัง่ของโปรแกรม ผูใ้ชง้านสามารถ โหลดมาใชง้านไวไ้ด้ 

 



โมเดลสมการโครงสร้าง                                                                  รศ.  ศิริชัย พงษ์วิชัย 

 

 
 

หน้า 2 

1.1 ลกัษณะของโมเดล SEM 
เทคนิคของ SEM จะเน้นที่โมเดล ที่เป็นแผนภาพ(Diagram)  ซึ่งสามารถจ าแนกลกัษณะของโมเดล

ได ้4 ลกัษณะดงัต่อไปนี้ 
1. โมเดลแบบ Path Analysis  
2. โมเดลแบบ Confirmatory Factor Analysis  
3. โมเดลแบบ Latent Variable Structural  
4. โมเดลแบบ Growth Curve  

ตวัอย่างโมเดลทัง้  4 ลกัษณะมดีงันี้ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 

โมเดล SEM แบบ Path Analysis 

 

โมเดล SEM แบบ Confirm Factor Analysis 
 

 
        

 
 
 
 
 

 
 

โมเดล SEM แบบ Latent Variable 
 

 
 

โมเดล SEM แบบ Growth Curve  
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SEM แบบไมม่ตีัวแปรแฝง(Latent)มแีต ่

ตัวแปรสงัเกต(Observed) 

SEM แบบมตีัวแปรสงัเกต(Observed) 
ของ 2 ตัวแปรแฝง(Latent) 

SEM แบบมตีัวแปรสงัเกต
(Observed)ของหลายตัวแปรแฝง

(Latent) 

SEM แบบตัวแปรสงัเกตหนึง่ๆเป็นของ
หลายตัวแปรแฝง(Latent) 
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1.2 ขัน้ตอนการวเิคราะหแ์บบ SEM 
เนื่องจากโมเดลของ SEM เป็นไปได ้2 ลกัษณะใหญ่ๆ คอื โมเดลแบบ Path Analysis และ โมเดล

แบบ Cofirmatory Factor Analysis : CFA หรอื โมเดลแบบ ผสมผสานกนัทัง้ 2 แบบซึง่มรีายละเอยีดของ
การวเิคราะหท์ีแ่ตกต่างกนับ้าง แต่โดยทัว่ๆไปการวเิคราะห์โมเดล SEM ทัง้ 2 แบบ มขีัน้ตอนคลา้ยๆกนั
ตามล าดบัต่อไปนี้  

ขั้นที่ 1   สร้างแผนภาพโมเดลสมการโครงสร้างตามทฤษฎี  

ขั้นที่ 2   กำหนดสมการแสดงความสัมพันธ์ 

ขั้นที่ 3   การตรวจสอบความเป็นไปได้ค่าเดียวของโมเดล (Model Identification) 

ขั้นที่ 4   การประมาณค่าพารามิเตอร์ 

ขั้นที่ 5   ตรวจสอบความเหมาะสมของโมเดลวิจัยที่สร้างขึ้น 

ขั้นที่ 6   ปรับปรุงเส้นทางของความสัมพันธ์ 

ขั้นที่ 7   การนำเสนอผลการวิเคราะห์เส้นทางของความสัมพันธ์ 
 

ในทีน่ี้จะไม่ขอกล่าวถงึวธิกีารวเิคราะหโ์ดยละเอยีดแต่จะกล่าวเท่าทีจ่ าเป็น โดยจะเน้นการวเิคราะห์
ดว้ยคอมพวิเตอรแ์ละใชโ้ปรแกรมส าเรจ็รปู 
 
 

 
1.2.1  การสรา้งแผนภาพโมเดลสมการโครงสรา้งตามทฤษฎ ี

ดงัที่ได้กล่าวแล้วว่าเทคนิคของ SEM เน้นที่โมเดลในรูปของแผนภาพ(Diagram) ดงันัน้ขัน้ตอน
แรกของการวิเคราะห์ด้วยเทคนิคของ SEM คอืจะต้องสร้างแบบจ าลองในรูปของแผนภาพที่แสดงถึง
ความสมัพนัธ์ระหว่างตวัแปร โดยอาศยั ทฤษฎ ีหรอื แนวคดิ หรอื ผลการวจิยัทีเ่กี่ยวขอ้งอย่างหนักแน่น 
พอสมควร เพื่ออธบิายได ้ว่า ตวัแปรใดมคีวามสมัพนัธ์กบัตวัแปรใด และตวัแปรใดส่งผลไปยงัตวัแปรใด 
เพือ่ก าหนดทศิทางของความสมัพนัธใ์นเชงิเหตุและผล โดยตอ้งค านึงถงึล าดบัความสมัพนัธด์ว้ย แผนภาพ
ที่แสดงขึ้นมาผู้สร้างจะต้องสามารถอธิบายหรือปกป้อง(Defend) ได้ว่าท าไมต้องมีเส้นเชื่อมโยง
ความสมัพนัธ์แต่ละเส้น หรอืแม้นแต่ไม่มเีส้นเชื่อมโยงก็ต้องสามารถอธิบายได้ ด้วยวรรณกรรมที่มอียู่ 
เพือ่ใหผู้ส้รา้งแผนภาพตระหนกัถงึความส าคญัของการสรา้งแผนภาพดงักล่าว   

ก่อนทีจ่ะเขยีนแผนภาพมสีิง่ทีผู่ว้เิคราะหจ์ะตอ้งท าความเขา้ใจก่อนมดีงัต่อไปนี้ 
1. ลกัษณะของตวัแปรทีใ่ชใ้นโมเดล 
2. สญัลกัษณ์แสดงความสมัพนัธ์ในโมเดล 
3. องคป์ระกอบในแผนภาพของโมเดล 
4. การก าหนดโครงสรา้งของโมเดล 
5. ค่าสถติติ่างๆในแผนภาพของโมเดล  
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มสีญัลกัษณ์พืน้ฐานทีก่ าหนดไวใ้นโมเดลแบบ SEM เบือ้งตน้ดงันี้ 
 

          ส าหรบัก าหนดชื่อตวัแปรทีเ่ป็น ตัวแปรสังเกตได้ (Observed var) 
 

ส าหรบัก าหนดชื่อตวัแปรที ่เป็น ตัวแปรแฝง (Latent var) 
  

โดยปกตแิลว้ในการเขยีนแผนภาพ(Diagram) ของโมเดล SEM แบบดัง้เดมิจะมกีารใชส้ญัลกัษณ์ที่
แทนตวัแปรดว้ยอกัษรกรกีทีแ่ตกต่างกนัตามลกัษณะของตวัแปรแฝง เช่น 

    อ่านว่า  xi   ไซ   แทน ตัวแปรแฝง ทีท่ าหน้าหน้าทีเ่ป็นตวัแปรเหตุ หรอื ตวัแปรอสิระ 
   อ่านว่า eta  อตีา แทน ตัวแปรแฝง ทีท่ าหน้าหน้าทีเ่ป็นตวัแปรผล  หรอื ตวัแปรตาม 

   อ่านว่า zeta ซตีา้ แทน ตัวแปรเศษ ทีเ่ป็นค่าทีเ่หลอืจากการใช ้   มาท านาย   

และ ยงัมสีญัลกัษณ์อื่นๆทีใ่ชอ้กัษรกรกีแทนความหมายต่างๆในแผนภาพซึง่จะกล่าวถงึต่อไป 

  
ตวัแปรทีใ่ชใ้น Model มชีื่อเรยีกทีแ่ตกต่างกนัตามลกัษณะเฉเพาะของตวัแปรดงัต่อไปนี้ 
• Observed Variables : ตัวแปรสังเกตได้ 
• Latent Variables     : ตัวแปรแฝง 

1.  Observed Variables : ตัวแปรสังเกตได้ 
เป็นตวัแปรทีผู่ว้เิคราะหส์ามารถเกบ็ขอ้มูลได้ ซึ่งอาจจะไดจ้ากการวดั การสงัเกต หรอื การส ารวจ
จากแบบสอบถาม ตวัแปรนี้อาจจะมชีื่อเรยีกทีแ่ตกต่างกนัอกีหลายชื่อ เช่น ตัวแปรบ่งชี้(Indicator 
Var.)  ตัวแปรวัด(Measurement Var.)  ตวัแปรสงัเกตได้นี้เมื่อน ามาเขยีนในโมเดล SEM จะต้อง
เขยีนอยู่ภายในสญัลกัษณ์ สีเ่หลีย่มผนืผา้ หรอื สีเ่หลีย่มจตัุรสักไ็ดเ้ช่น ต้องการสอบถามความพึง

พอใจต่อตัวรถเมล์ที่ใช้บริการ ซึง่ สอบถามใน 3 ประเดน็ย่อย คอื ความปลอดภัยของตัวรถ  ความ

สะดวกในการใช้  ความสะอาดของรถ ค าถามในประเดน็ย่อยเหล่านี้ถอืว่าเป็นตวัแปรสงัเกตได้ 
สามารถน าเขยีนในแผนภาพแบบ SEM ไดด้งัต่อไปนี้ 

  
 

2. Latent variables : ตัวแปรแฝง 
เป็นตัวแปรที่ผู้วิเคราะห์ไม่สามารถเก็บข้อมูลได้โดยตรง แต่จะต้องสร้างชุดตัวแปรสังเกต
ได้(Observed Var.) ขึ้นมาเพื่อน าไป วดั  สงัเกต หรอื สอบถาม ซึ่งชุดตวัแปรสงัเกตได้เหล่านัน้
เปรยีบเสมอืนตวับ่งชี้ค่าของตวัแปรแฝง(Latent Var.)  ตวัแปรแฝงหนึ่งๆไม่ควรมตีวัแปรสงัเกตได้
ทีเ่ป็นตวับ่งชีเ้พยีงตวัเดยีว ทัง้นี้เพราะการใชค้ าถามเพยีงค าถามเดยีวไม่สามารถทีจ่ะบอกลกัษณะ
ของ ตวัแปรแฝงไดท้ัง้หมด  

ความปลอดภยั ความสะดวก ความสะอาด 
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ตวัแปรแฝงนี้เมื่อน ามาเขยีนในโมเดล SEM จะต้องเขยีนอยู่ภายในสญัลกัษณ์วงร ีหรอื 
วงกลม  เช่น สอบถามความพงึพอใจต่อตวัรถเมล์ที่ใช้บรกิารซึ่งสอบถามใน - ประเดน็ย่อย คอื 
ความปลอดภัยของตัวรถ  ความสะดวกในการใช้  ความสะอาดของรถ 

ความพึงพอใจต่อตัวรถเมล์ ที่รวมเอาค าตอบจาก 3 ประเด็นย่อยนี้ถือว่าเป็น ตัวแปรแฝง 
สามารถน าเขยีนในแผนภาพแบบ SEM ไดด้งัต่อไปนี้ 

 
 

เมื่อน ามาเขยีนความสมัพนัธร์ะหว่างตวัแปรแฝงทัง้ 3 และตวัแปรสงัเกตจะเขยีนในลกัษณะดงันี้ 
 
 
 

 
 

ข้อสงัเกต ทศิทางของลูกศร จะชีจ้าก ตัวแปรแฝง ไปสู ่ ตัวแปรสังเกต โดย ตวัแปรทีอ่ยู่ในกรอบ
สีเ่หลี่ยม คอื ตวัแปรสงัเกต ของ ตวัแปรแฝงที่อยู่ในกรอบวงกลม แสดงถงึ ตวัแปรสงัเกตชุดนัน้
เป็นตวับ่งชีคุ้ณลกัษณะของตวัแปรแฝงแต่ละตวัแปร  

นอกจากการเรยีกชื่อตวัแปรดงักล่าวคอื ตัวแปรสังเกต(Observed Var.) และ ตัวแปรแฝง(Latent VAR.) 
ทีใ่ชใ้น Model ของ SEM แลว้ ยงัมกีารก าหนดชื่อตวัแปรอกีหลายชื่อแต่มตีวัแปร 2 ลกัษณะทีจ่ าแนกตาม
ตามสถานะภาพของตวัแปรดงันี้ 

• Exogenous  Variables : ตัวแปรภายนอก 

• Endogenous Variables : ตัวแปรภายใน 
(1) Exogenous  Variables : ตัวแปรภายนอก 

คอืตวัแปรทีม่สีถานะเสมอืนเป็น ตวัแปรเหตุ(Casual Var.) หรอืตวัแปรตน้เหตุในโมเดล SEM ที่
จะส่งผลไปยังตัวแปรอื่น ซึ่งตัวแปรเหตุ ก็คือตัวแปรอิสระ(Independent Var.)  เมื่ออยู่ใน
แผนภาพของโมเดล SEM จะไม่มลีูกศรชี้เขา้มายงัตวัแปรภายนอกนี้ผู ้จะมแีต่ลูกศรชี้ออกจาก
ตวัแปรภายนอกนี้   

ถ้าพจิารณาจากแผนภาพด้านบน ตวัแปร คนขับ  กระเป๋า และ ตัวรถ  ถอืว่าเป็นตวัแปร
ภายนอกของโมเดล 

(2) Edogenous  Variables : ตัวแปรภายใน 
คอืตวัแปรทีม่สีถานะเสมอืนเป็น ตวัแปรผล(Effect Var.) ในโมเดล SEM ทีจ่ะไดร้บัอทิธพิลจาก
ตวัแปรเหตุในโดล ซึง่ตวัแปรผล กค็อืตวัแปรตาม(Dependent Var.) นัน่เอง  เมื่ออยู่ในแผนภาพ
ของโมเดล SEM ตวัแปรภายในจะมลีูกศรชีจ้ากตวัแปรอื่นเขา้มา  

หมายเหตุ  ตวัแปรหนึ่งๆอาจจะมสีถานะเป็นไดท้ัง้ ตวัแปรภายนอก และ ตวัแปรภายใน 

ตวัรถ คนขบั กระเป๋า 
ตัวอยา่งนี้แสดงถงึตัวแปรแฝง 3 ตัวแปรซึง่แต ่

ละตัวแปรแฝงจะมชีดุตัวแปรสงัเกตได ้

การขับรถ 

  การแตง่

กาย 

ความช านาญ 

คนขับ 

คามซือ่สตัย ์

เอาใจใส ่

มารยาท 

กระเป๋า 

ความปลอดภัย 

ความสะดวก 

ความสะอาด 

ตัวรถ 
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

ในการก าหนดความสมัพนัธ์ของตวัแปรต่างๆในแผนภาพของโมเดล SEM จะแสดงดว้ยเสน้ต่างๆใน
ความหมายทีแ่ตกต่างกนัดงัต่อไปนี้ 

       เสน้ตรงที่มปีลายลูกศรด้านเดยีว เป็นเสน้ที่แสดงความสมัพนัธ์ในรูปของอทิธพิล
จากตวัแปรทีอ่ยู่ด้านปลายลูกศรทีไ่ม่มหีวัซึ่งเปรยีบเสมอืนตวัแปรเหตุ สู่ ตวัแปรที่
อยู่ปลายลูกศรทีม่หีวัลูกศรชีอ้ยู่ทีเ่ปรยีบเสมอืนตวัแปรผล 

     เส้นตรง หรือ อาจจะใช้เส้นโค้ง ที่มีปลายลูกศรสองด้าน เป็นเส้นที่แสดง
ความสมัพนัธ์ระหว่างตวัแปรที่อยู่ทัง้ 2 ด้านของหวัลูกศร โดยไม่มกีารระบุว่าตวั
แปรใดเป็นตวัแปรเหตุ และตวัแปรใดเป็นตวัแปรผล 

ตวัอย่างความสมัพนัธส์ าหรบั โมเดล SEM แบบต่างๆ  
 

 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
กตไดน้ี้เมื่อน ามาเขยีนในโมเด 
 

 
 
 
 
 

โมเดลแบบ Path Analysis 

 

โมเดลนี้แสดงถงึความสมัพนัธด์งัต่อไปนี้ 
1. x1 กบั y  โดยสง่ผลทางตรงกบั y 

และสง่ผลทางออ้มผ่าน x3 ไป y 
2. x2 กบั y โดยส่งผลทางตรงกบั y 

และสง่ผลทางออ้มผ่าน x3 ไป y 
3. x3  กบั y โดยสง่ผลทางตรงกบั y เท่านัน้ 
4. x1 กบั x3 สง่ผลทางตรงกบั x3 เท่านัน้ 
5. x2 กบั x3 สง่ผลทางตรงกบั x3 เท่านัน้ 
 
  

 
 

X1 

X2 

Y X3 

โมเดลแบบ Confirm Factor Analysis 
 

 
        

 
 
 
 
 
 

 
 

โมเดลนี้แสดงถงึความสมัพนัธร์ะหว่างตวัแปร
แฝง 2 ตวัแปรดงัต่อไปนี้ 
1. ตวัแปรแฝง 1 อ่านว่า  xi   ไซ    

ประกอบไปดว้ยชุดตวัแปรสงัเกต 2 ตวั
แปรคอื x1 และ x2  

2. ตวัแปรแฝง 2  ประกอบไปดว้ยชุดตวั
แปรสงัเกต 3 ตวัแปรคอื y1 y2 และ y3  

โดยตวัแปรแฝง 1 และ 2   มคีวามสมัพนัธ์
แบบไม่มทีศิทางต่อกนั 
  

 
 

X1 

X2 
1 

Y2 

Y3 

Y1 

2 
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

การก าหนดความสมัพนัธ์ของตวัแปรต่างๆในแผนภาพของโมเดล SEM จะแสดงด้วยเส้นต่างๆใน
ความหมายทีแ่ตกต่างกนั โดยทีแ่ผนภาพของโมเดล SEM หนึ่งๆอาจจะประกอบไปดว้ยโมเดลย่อยๆหลาย
โมเดลซึง่จะมชีื่อเรยีกทีแ่ตกต่างกนัแต่สามารถจ าแนกได ้2 ประเภทใหญ่ๆดงันี้คอื 

• Measurement Model : โมเดลการวัด 

• Structural Model      : โมเดลโครงสร้าง 

1.  Measurement Model : โมเดลการวัด 
เป็นโมเดลที่แสดงคุณลกัษณะของ ตัวแปรแฝง โดยตวัแปรแฝงหนึ่งๆจะประกอบด้วย ตัวแปร
สังเกต หลายๆตวัแปร ทีจ่ะเป็นตวัแปรบ่งชี้ลกัษณะของตวัแปรแฝง  

2.  Structural Model      : โมเดลโครงสร้าง 
เป็นโมเดลทีแ่สดงความสมัพนัธ์ระหว่างตวัแปรแฝง ตัง้แต่ 2 ตวัแปรขึน้ไป ซึ่งตวัแปรแฝงบางตวั
แปรอาจเป็นตวัแปรเหตุ ทีเ่ป็นตวัแปรอสิระ และตวัแปรแฝงบางตวัแปรอาจเป็นตวัแปรผล ทีเ่ป็น
ตวัแปรตาม และ ตวัแปรแฝงบางตวัอาจเป็น ตวัแปรคัน่กลาง(Mediator Var.) คอื ตัวแปรตัวที่ 3 ที่
เข้ามาแทรกกลางระหว่างตัวแปรต้นทาง (X) กับตัว แปรปลายทาง (Y) ทำหน้าที่สร้างความ
เชือ่มโยงระหว่าง X กับ Y  

อาจกล่าวได้ว่า โมเดลโครงสร้าง ก็คือ โมเดลการวัด ตัง้แต่ 2 โมเดลขึ้นไปที่มี
ความสัมพันธ์กัน การเชื่อมโยงความสัมพันธ์ของแต่ละโมเดลการวัดจะต้องพัฒนามาจาก 
วรรณกรรม(ทฤษฎี แนวคิด และ งานวิจัย) ทีน่่าเชื่อถอื 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 

โมเดลโครงสรา้ง นี้แสดงถงึความสมัพนัธข์อง 
โมเดลการวดั 4 โมเดล  
1. 1   ม ี2 ตวัแปรสงัเกตคอื x1 และ x2 
2. 2  ม ี3 ตวัแปรสงัเกตคอื x3  x4 และ x5 

3. 3  ม ี3 ตวัแปรสงัเกตคอื y1 y2 และ y3 
4. 4  ม ี2 ตวัแปรสงัเกตคอื z1 และ z2 

โดย โมเดลที ่1  สง่ผลไปยงัโมเดลที ่ 3 
  โมเดลที ่2 สง่ผลไปยงัโมเดลที ่ 4 
  โมเดลที ่3 สง่ผลไปยงัโมเดลที ่ 4  

 
 

 X1 

X2 

1 

3 

 y1 

 y2 

 y3 

4 

z1 z2 

X3 

2 
X4 

X5 

1 

2 

3 

4 
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

จากตัวอย่างที่ผ่านมาจะเห็นแผนภาพแสดงการเชื่อมโยงของ โมเดลการ ในการที่จะได้มาซึ่ง
แผนภาพดงักล่าว จะต้องอาศยัวรรณกรรม( ทฤษฎี แนวคดิ และงานวจิยัที่เกี่ยวขอ้ง ) ที่สนับสนุนอย่าง
หนักแน่น กับโครงสร้างของแผนภาพ เนื่องจาก โมเดล SEM จะประกอบไปด้วย โมเดลการวัด
(Measurement Model) และ โมเดลโครงสร้าง(Structural Model) ดังนัน้ผู้วิเคราะห์จะต้องศึกษาถึง 
โมเดลโครงสร้าง(Structural Model) ของเรื่องที่สนใจเพื่อดูความสมัพนัธ์ของ ตัวแปรแฝง(Latent Var.) 
ต่างๆ โดยอาศยัวรรณกรรมต่างๆที่ทบทวนมาประกอบกบัความคดิของผูว้จิยัและสงัเคราะห์ออกมาเป็น
กรอบเชงิทฤษฎ ีโดยจะตอ้งระบุว่าตวัแปรแฝงใดเป็นตวัแปรเหตุ หรอืผล และตอ้งสามารถระบุทศิทางของ
ความสมัพนัธ์ รวมถงึสามารถให้เหตุผลในเชงิทฤษฎีที่จะปกป้องโมเดลได้ทุกเสน้ทางของความสมัพนัธ์ 
หรอืแมแ้ต่เสน้ทางทีไ่ม่มคีวามสมัพนัธ ์ผูว้จิยักต็อ้งสามารถระบุเหตุผลได้ ดงัตวัอย่างต่อไปนี้ 
หัวข้อที่ต้องการศึกษา  ระดับความพึงพอใจในการใช้บริการรถเมล์ของคนกรุงเทพฯ 

จากการทบทวนวรรณกรรมพบความสมัพนัธข์องตวัแปรดงัต่อไปนี้ 

 
 
 
 
 
 

 
 
 

 

หลงัจากได้โมเดลโครงสร้างแล้วผูว้เิคราะหจ์ะต้องศกึษาเพิม่เตมิว่าตวัแปรแฝงแต่ละตวัจะต้องใช้ตวัแปร
สงัเกตใดเป็นตวับ่งชีซ้ึง่ผลการทบทวนวรรณกรรมไดผ้ลตวับ่งชี้ของตวัแปรแฝงทัง้ 4 ดงันี้ 
1. Service ประกอบไปดว้ยตวับ่งชีอ้ยู่    6  ตวัแปรสงัเกต 
2. Comfort ประกอบไปดว้ยตวับ่งชีอ้ยู่   2  ตวัแปรสงัเกต 
3. Network ประกอบไปดว้ยตวับ่งชีอ้ยู่   4  ตวัแปรสงัเกต 
4. Satisfac  ประกอบไปดว้ยตวับ่งชีอ้ยู่  2  ตวัแปรสงัเกต 

น าตวัแปรสงัเกตทัง้หมด มาสร้างเพิม่จากตวัแปรแฝงที่มอียู่ในแผนภาพ จะมลีกัษณะเป็น  โมเดล 
SEM ดงันี้ 

 
 
 

โมเดลโครงสรา้ง ความพงึพอใจผูใ้ชร้ถเมล์ 
 

        Service 
 
 

                Comfort                                               Satisfaction 

 
 

     Network 
 
 
 
 
 

 
 

(1). ความพงึพอใจของผูใ้ชบ้รกิารจะขึน้อยู่กบัตวั
แปรหลกั 3 ตวัแปรคอื Service Planing 
Comfort/Other และ NetWork Design 
(2). ตวัแปรทัง้ 3 ตวัแปรคอื Service  Comfort และ 
NetWork มคีวามสมัพนัธซ์ึง่กนัและกนั 
จากข้อสนเทศดังกล่าวจัดว่าเป็นความสัมพันธ์

ระหว่างตัวแปรแฝงด้วยกันสามารถน ามาสร้าง
แผนภาพแสดงความสัมพันธ์ ใ น รูป  โมเดล
โครงสร้าง ไดด้งัแผนภาพดา้นขวามอื  
 
  

 
 

ผ ล ง า น วิ จั ย ข อ ง Laura Eboli แ ล ะ  Gabriella 
Mazzulla 
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แผนภาพแสดงโมเดล SEM  ระดับความพึงพอใจในการใช้บริการรถเมล์ 
( ผลงานวจิยัของ Laura Eboli และ Gabriella Mazzulla ) 

 
จากแผนภาพ เป็นโมเดลแสดงความพงึพอใจของผูใ้ชบ้รกิารที่ขึน้อยู่กบัตวัแปรหลกัทีเ่ป็นตัวแปรแฝง  3 ตวั
แปรคอื Service Planing     Comfort/Other   และ   NetWork Design โดย ตวัแปรแฝงทัง้ 3 มคีวามสมัพนัธ์
ซึง่กนัและกนั ตวัแปรแฝงทัง้ 3 ตวัแปรจะสง่ผลไปยงัตวัแปรแฝงที ่4 คอื Satisfaction  

ตวัแปรแฝงทัง้ 3 คอื  Service    Comfort และ NetWork เป็นตวัแปรทีท่ าหน้าทีเ่ป็นตวัแปรอสิระ 
หรอื ตัวแปรภายนอก(exogenous var.) ทีส่ง่ผลไปยงัตวัแปรแฝงที ่4 คอื Satisfaction ซึง่ท าหน้าทีเ่ป็นตวั
แปรตาม หรอื ตัวแปรภายใน(endogenous var.) ตวัแปรแฝงแต่ละตวัจะม ีชุดตวัแปรสงัเกตทีเ่ป็นตวัแปร
บ่งชีคุ้ณลกัษณะของตวัแปรแฝงนัน้ๆ 
 
 

1.Service planning 

 and reliability 

2.Comfort 

& Other Factor 

2.Reliability 

3.Information 

4.Promotion 

5.Personnel 

6.Complaints 

1.Bus stop furniture 

2.Overcrowding 

1.Cost 

2.Bus stop Maintenance 

3. Bus stop availability 

4.Route characteristics 

1.Frequency 

1.Perception 

4. Satisfaction 

2.Expectation 

3. Network 

 Design 
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แผนภาพ(Diagram)ของโมเดล SEM ทีส่มบรูณ์จะต้องแสดงค่าสถติ ิทีร่ะบุถงึระดบัความสมัพนัธห์รอื
ระดบัอทิธพิลของตวัแปรเหตุ ทีม่ตี่อตวัแปรผล ตลอดจนความผดิพลาด(error) ทีอ่าจเกดิขึน้ โดยค่าเหล่านี้
จะก าหนดไวใ้นแผนภาพในต าแหน่งทีแ่ตกต่างกนัดงัตวัอย่างต่อไปนี้ 

 
 

 

(1) กรณีมี 1 ตัวแปรอิสระ 
 
                               
                             
 
 

ความหมายเพิม่เตมิของสญัลกัษณ์ทีใ่ชใ้นแผนภาพ 
rsy   เป็นค่าความเคลื่อน  หรอื ความผดิพลาด(error : e) ของโมเดล หรอือาจจะเรยีกว่า ค่าเศษที่เหลอื 

(Residual)  ซึ่งหมายถึง ค่าที่เหลือจากการใช้ตัวแปร x อธิบายตัวแปร y ใช้ส าหรบัอธิบายการ
เปลีย่นแปลงของตวัแปร y ทีต่วัแปร x ในโมเดลไม่สามารถอธบิายได ้ถา้ค่าน้ีมคี่าสงูแสดงว่า ตวัแปร
ทีอ่ยูในโมเดลสง่ผลต่อตวัแปรตาม y น้อย ผูว้เิคราะห ์จ าเป็นทีจ่ะต้องหาตวัแปรทีด่กีว่า ทีท่ าให ้ e นี้
มคี่าน้อยหรอืถ้ามคีวามจ าเป็นที่จะต้องใชต้วัแปรอสิระที่มอียู่ในโมเดลขณะนี้ ผูว้เิคราะหก์ต็้องหาตวั
แปรอสิระมาเพิม่ เพือ่พยายามท าใหค้่า e นี้ต ่าทีสุ่ด 

Pyx   เป็นค่าสมัประสทิธิเ์สน้ทาง หรอื Path Coefficient  โดยเป็นค่าที่แสดงระดบัความสมัพนัธ์ของตวั
แปรเหตุ กบั ตวัแปรผล ค่าน้ีจะน าไปค านวณหาค่าอทิธพิลของตวัแปรเหตุ x ต่อตวัแปรผล y ค่า  Pyx 
สามารถค านวณไดจ้ากสมการการถดถอยทีแ่ทนแผนภาพดงักล่าวดงันี้ 
โมเดล  ในรูปของประชากร    Y   =   +  X   +   
โมเดล  ในรูปของตัวอย่าง    y   =   a  +  bX  +  e 
โมเดล  ในรูปของค่ามาตรฐาน  Zy   =   PyxZx      +  e 
กรณีในโมเดลมตีวัแปรเหตุ หรอืตวัแปร อสิระเพยีง 1 ตวั Pyx = ryx (Pearson Correlation) 

Pey   หรอื  Residual Path Coefficient เป็น ค่าทีแ่สดงระดบัความสมัพนัธ์ของตวัแปรทีเ่หลอืทีไ่ม่อยู่ใน
สมการกบัตวัแปรผล y ค่า Pye  ไม่สามารถหาไดโ้ดยตรงแต่จะหาจากค่า ดงันี้ 

 ค่า Pye สามารถหาไดจ้าก 21 xyR−  :  2

xyR  คอื ค่าระดบัอทิธพิลของ x ทีส่ง่ผลต่อ y 
 
 
 

 X  

rsy 

Pxy 
Pey 

y 

ความหมายของสญัลกัษณ์ทีใ่ชใ้นโมเดล 
 rsy   แทน ค่า ความผดิพลาดหรอืคลาดเคลื่อนของโมเดล 
 Pyx   แทน ค่า สมัประสทิธิเ์สน้ทางของตวัแปร y ทีไ่ดร้บัจากตวัแปร x   
 Pye  แทน ค่า สมัประสทิธิเ์สน้ทางตวัแปร y ทีไ่ดร้บัจากความคลาดเคลื่อน e  

สำหรับโมเดล SEM  แบบ Path Analysis  
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(2) กรณีมี หลาย ตัวแปรอิสระ สำหรับโมเดบแบบ Path Anallysis 
 

 
 
 
 
 
 
 
 
ความหมายของสญัลกัษณ์ทีใ่ชใ้นแผนภาพ 
rsy   คอื ค่า Residual ของโมเดล y  เป็น ค่าเศษที่เหลือจากการใช้ตวัแปร x1 และ x2  มาอธิบายการ

เปลีย่นแปลงของตวัแปร y  ซึง่ rsy ใชอ้ธบิายการเปลีย่นแปลงของตวัแปร  y  ทีเ่หลอื 

rs2  คอื ค่า Residual ของโมเดล x2  เป็น ค่าเศษทีเ่หลอืจากการใชต้วัแปร x1  มาอธบิายการเปลีย่นแปลง

ของตวัแปร  x2  ซึง่ rs2  ใชอ้ธบิายการเปลีย่นแปลงของตวัแปร  x2  ทีเ่หลอื 

rs1   คอื ค่า Residual ของโมเดล x2  เป็น เศษทีเ่หลอืของโมเดล x1 ซึง่ในโมเดลนี้ไม่ม ี 

Pij    คอื ค่า Path Coefficient หรอื ค่าสมัประสทิธิเ์สน้ทาง เป็นค่าทีแ่สดง ระดบัความสมัพนัธ์ของตวัแปร
เหตุ i กบั ตวัแปรผล j ซึ่งก็คอื ค่าสมัประสทิธิก์ารถดถอย (Regression Coefficient) นัน่เองโดย จะ
แสดงน ้าหนกัความส าคญัของตวัแปรอสิระทีอ่ยู่ในโมเดล  

การก าหนดสญัลกัษณ์ของสมัประสทิธิเ์สน้ทาง Path Coefficient จะก าหนดตวัแปรผล หรอื ตวัแปร
ตาม ขึน้ก่อน และ ตามดว้ยตวัแปรเหตุ  หรอื ตวัแปรอสิระ 
จากโมเดลแผนภาพตวัอย่างจะประกอบไปดว้ยค่าสมัประสทิธิเ์สน้ทาง 3 ค่า ดงันี้คอื 

Py1 = ค่าสัมประสิทธ์ิเส้นทาง ทีแ่สดงระดบัความสมัพนัธร์ะหว่างตวัแปรผล y และ ตวัแปรเหตุ x1  

Py2 = ค่าสัมประสิทธ์ิเส้นทาง ทีแ่สดงระดบัความสมัพนัธร์ะหว่างตวัแปรผล y และ ตวัแปรเหตุ x2 

P21 = ค่าสัมประสิทธ์ิเส้นทาง ทีแ่สดงระดบัความสมัพนัธร์ะหว่างตวัแปรเหตุ x2 และตวัแปรผล x1 

จากโมเดลจะเหน็ว่า ตวัแปร x1 สง่ผลไปยงั y ม ี2  ลกัษณะคอื ทางตรง(Direct) และ ทางอ้อม(InDirect)  

• ทางตรง(Direct)ดว้ยค่าสมัประสทิธิ ์Py1 

• ทางอ้อม(Inderect) ผ่าน ตวัแปร x2 ด้วยค่าสมัประสทิธิท์ี่ได้จากจากผลคูณของค่าสมัประสทิธิ ์
เสน้ทางทีผ่่าน(พจิารณาจากแผนภูมดิา้นบน)คอื Py2*P21  

 
 

rs1 

Py2 

โมเดลในแผนภาพประกอบดว้ย 3 โมเดลย่อยดงันี้ 
 โมเดล x1: ไม่มตีวัแปรใดทีส่ง่ผลต่อ  x1  
 โมเดล x2: มตีวัแปร  x1 ทีส่ง่ผลต่อตวัแปร  x2 
 โมเดล y : มตีวัแปร x1  x2 ทีส่ง่ผลต่อตวัแปร  y  

โดย x1  สง่ผลทางตรงกบั  y  และ 
 สง่ผลทางออ้มผ่าน x2 ไปยงั  y  

x2  สง่ผลทางตรงกบั  y  เท่านัน้ 

  X2 

Py1 

P21 

rs2 rsy 

  X1 y 



โมเดลสมการโครงสร้าง                                                                  รศ.  ศิริชัย พงษ์วิชัย 

 

 
 

หน้า 12 

 
 

ส าหรบัโมเดล SEM แบบ CFA ในโมเดลจะมทีั้งตัวแปรสังเกต(Observed) และ ตัวแปรแฝง(Latent ) ดงันี้  
(1) กรณ ีเป็นความสัมพันธ์ระหว่าง ตัวแปรแฝง กับ ตัวแปรแฝงที่เป็นตัวแปรอิสระทั้งคู่ 

 

  
 
 
 

 
 

แผนภาพแสดงความสมัพนัธท์ีไ่ม่ทราบทศิทางระหว่าง ตัวแปรแฝง ดว้ยกนัทีท่ าหน้าทีเ่ป็นตวัแปรเหตุ 
หรอืตวัแปรภายนอก(Exogenous) ทัง้ 2 ตวัแปร 
 

(2) กรณ ีเป็นความสัมพันธ์ระหว่าง ตัวแปรแฝง ที่มีท้ังเป็นตัวแปรอิสระ และ ตัวแปรตาม 
 

 
 

 
 

 
 

 

แผนภาพแสดงความสมัพนัธท์ี่มทีศิทางระหว่าง ตัวแปรแฝง โดย ตัวแปรแฝง 1  ท าหน้าทีเ่ป็นตวัแปร
เหตุ(ตวัแปรภายนอก: Exogenous) ท านาย ตัวแปรแฝง 2 ท าหน้าทีเ่ป็นตวัแปรผล(ตวัแปรภายใน: 
Edogenous) โดยมเีศษทีเ่หลอืจากการท านายดว้ยค่า 2 

 (3) กรณี เป็นความสัมพันธ์ระหว่าง ตัวแปรสังเกต กับตัวแปรแฝงที ่เป็นตัวแปรอิสระ  

  
 
 
 

 
 

แผนภาพแสดงความสมัพนัธ์ระหว่าง ตัวแปรแฝง กบัชุดของ ตัวแปรสังเกต โดยตวัแปรสงัเกต x1 และ 
x2 ท าหน้าที่เป็นตัวบ่งชี้ลกัษณะของ ตัวแปรแฝง 1 ที่ท าหน้าที่เป็นตัวแปรเหตุ (ตัวแปรภายนอก: 
Exogenous)  

Edogenous 
ตัวแปรผล 

Exogenous 
ตัวแปรเหต ุ

Exogenous 
ตัวแปรเหต ุ

สำหรับโมเดลแบบ  Confirmatory Factor Analysis : CFA 

สญัลกัษณ์ทีใ่ชใ้นโมเดลแทนความหมายต่อไปนี้ 
 1 อ่านว่า xi    ไซ   แทนตวัแปรแฝงทีเ่ป็นตวัแปรอสิระ 

 1 อ่านว่า phi  ไฟ  แทนระดบัความสมัพนัธท์ีไ่ม่มทีศิทาง
ระหว่างตวัแปรแฝงกบัตวัแปรแฝง 

เสน้โคง้ แทนความสมัพนัธท์ีไ่ม่มทีศิทาง 1 กบั 2 
 

1 
 

2 
 

1

2 

สญัลกัษณ์ทีใ่ชใ้นโมเดลแทนความหมายต่อไปนี้ 
 2  อ่านว่า eta  อตีา:เอตา้ แทน  ตวัแปรแฝง ทีเ่ป็น ตวัแปรตาม  
 21  อ่านว่า gamma แกมม่า แทน ความสมัพนัธข์อง 2 ตวัแปร แฝง 

 2  อ่านว่า zeta ซตีา้ หรอื เซตา้ แทนค่าความคลาดเคลื่อนจากการ
ใชโ้มเดลท านายตวัแปร 2 ดว้ยตวัแปร 1  
เสน้ลูกศร แทนสมัพนัธท์ีม่ทีศิทางจาก 1 ไป 2 

21 
1 

 
2 

 

2 

สญัลกัษณ์ทีใ่ชใ้นโมเดลแทนความหมายต่อไปนี้ 
 ij  อ่านว่า lamda หรอื lambda  แลมดา้  

แทนระดบัความสมัพนัธข์องตวัชีว้ดัทีเ่ป็นตวัแปรสงัเกตไดท้ี ่1 
ส าหรบัตวัแปรฝงทีเ่ป็นตวัแปรอสิระที ่j 

 i อ่านว่า delta  เดลตา้  แทนค่าความคลาดเคลื่อนของตวัแปรสงัเกต 
จาก วดั  หรบัตวัแปรแฝงทีเ่ป็นตวัแปรภายนอก(exo) 

 

11 

1 
 

X1 

X2 21 

1 

2 

 

Exogenous 
ตัวแปรเหต ุ

Exogenous 
ตัวแปรเหต ุ

Observed 
ตัวแปรสงัเกต 
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(4) กรณี เป็นความสัมพันธ์ระหว่าง ตัวแปรสังเกต กับตัวแปรแฝงที่ เป็นตัวแปรตาม 
 

 
 
 

 
 
 

 

แผนภาพความสมัพนัธ์ระหว่าง ตัวแปรแฝง กบัชุด ตัวแปรสังเกต โดยตวัแปรสงัเกต x1 และ x2 ที่
เป็นตวับ่งชีคุ้ณลกัษณะของ 1 ทีท่ าหน้าทีเ่ป็นตวัแปรผล (ตวัแปรภายใน : Edo)โดยมเีศษทีเ่หลอื 2 

(5) กรณี เป็นความสัมพันธ์ระหว่าง ตัวแปรแฝง เป็นตัวแปรตามทั้งคู่ 
 

 
 
 

 
 
 

 
 
 
 
 
 

 
 

แผนภาพแสดงความสมัพนัธเ์ชงิเหตุผลระหว่าง ตัวแปรแฝง i กบั ตัวแปรแฝง j ดงันี้ 
 ตัวแปรแฝง 1  ถูกท านาย โดย ตัวแปรแฝง 4  ดว้ย ค่าระดบัความสมัพนัธเ์ชงิเหตุและผล 14 

ความคลาดเคลื่อนทีเ่ป็นเศษทีเ่หลอื 1  
 ตัวแปรแฝง 2  ถูกท านาย โดย ตัวแปรแฝง 1 และ 3  ดว้ย ค่าระดบัความสมัพนัธ์เชงิเหตุและ

ผล 21 และ  23 ความคลาดเคลื่อนทีเ่ป็นเศษทีเ่หลอื 2  
 ตัวแปรแฝง 3  ถูกท านาย โดย ตัวแปรแฝง 1 ด้วย ค่าระดบัความสมัพนัธ์เชิงเหตุและผล 31 

ความคลาดเคลื่อนทีเ่ป็นเศษทีเ่หลอื 3  

สญัลกัษณ์ทีใ่ชใ้นโมเดลแทนความหมายต่อไปนี้ 
 ij อ่านว่า lamda หรอื lambda  แลมดา้ 

แทนระดบัความสมัพนัธข์องตวัชีว้ดัทีเ่ป็นตวัแปรสงัเกตไดท้ี ่i 
ส าหรบัตวัแปรฝงทีเ่ป็นตวัแปรอสิระที ่j 

 i อ่านว่า epsilon  เอปซลิอน  
แทนค่าความคลาดเคลื่อนของชุดตวัแปรสงัเกต จาก วดั 
ส าหรบัตวัแปรแฝงทีเ่ป็นตวัแปรภายตาม(edo) 
 

11 
2 

 

X2 21 2 

X1 1 

2 

Observed 
ตัวแปรสงัเกต 

Exogenous 
ตัวแปรผล 

สญัลกัษณ์ทีใ่ชแ้ทนความหมายต่อไปนี้ 
ij อ่านวา่ beta  เบตา้  แทนระดบัความสมัพนัธเ์ชงิ 

เหตุผล ของตวัแปรแฝง ทีเ่ป็นตวัแปรผลที ่i เมื่อ
ตวัแปรแฝงทีเ่ป็นตวัแปรเหตุที ่j 

ij อ่านวา่ lamda หรอื lambda  แลมดา้ 
แทนระดับคว ามสัมพัน ธ์ ข อ งตัว ชี้ ว ัดที่ เ ป็ น
ตั ว แ ป ร สั ง เ ก ต ไ ด้ ที่  i ส า ห รั บ ตั ว แ ป ร
แฝงทีเ่ป็นตวัแปรอสิระที ่j 

ij อ่านว่า epsilon เอปซลิอน  แทนค่าความคลาด 
เคลื่อน จากการวดัของชุดตวัแปรสงัเกต i  เมื่อ 
ตวัแปรแฝง ทีเ่ป็นตวัแปรตาม(edo) ที ่j 

i อ่านว่า zeta ซตีา้ หรอื เซตา้  แทนค่าเศษทีเ่หลอืจาก 

การ ท านาย ตวัแปร i ดว้ยโมเดล 
 

11 

1 
 

11 

31 32 
 

1 x1 

z1 

x2 

x3 

12 
 

13 

21 

31 

3 
 

z2 

4 
4 
 

31 
13 23 

21 

23 

2 

3 

12 
22 

42 

22 
 

23 24 21 

y2 y4 y1 y3 

32 

2 
 

14 
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สญัลกัษณ์ต่างๆทีเ่ป็นอกัษรกรกี อาจจะยากต่อการจดจ า แต่จะมปีระโยชน์ในการอ่านผลลพัธ์ทีไ่ด้
จากโปรแกรม LISREL ทีช่่วยในการวเิคราะหโ์มเดล SEM แต่ส าหรบัหนังสอืเล่มนี้ใชโ้ปรแกรม  JAMOVI 
มาช่วยในการวเิคราะห ์จงึจะใชส้ญัลกัษณ์ทีเ่ป็นอกัษรกรกีเท่าทีจ่ าเป็น โดยก าหนดสญัลกัษณ์ต่างๆใหง้่าย
ต่อการเรยีนรูด้งัต่อไปนี้ 

Fi    แทน ตวัแปรทีเ่ป็นปัจจยัแฝงใดๆ 
ij   อ่านว่า lamda  แลมดา้ แทนค่าระดบัความสมัพนัธข์องตวัชี้วดัทีเ่ป็น ตัวแปรสังเกต ตวัที ่j ส าหรบั 

ตัวแปรแฝง ที ่i เช่น 13  ของตวัแปรสงัเกตที ่3 ส าหรบัตวัแปรแฝงที ่1 
ij   อ่านว่า gamma แกมม่า แทนค่าระดบัความสมัพนัธเ์ชงิเหตุผล ของ ตัวแปรแฝง ที ่i ทีเ่ป็น ตัวแปรเหตุ 

ส่งผลไปยงั ตัวแปรแฝง ที่ j ที่เป็น ตัวแปรผล เช่น 13 แทนความสมัพนัธ์ ของ ตัวแปรแฝง ที่ 1 
สง่ผลไปยงั ตัวแปรแฝง ที ่3 ทีเ่ป็น ตัวแปรผล 

eij   แทนค่าความคลาดเคลื่อน(error) จากการวดัของชุด ตัวแปรสังเกต ตวัที ่j ส าหรบั ตัวแปรแฝง 

ตวัที ่i เช่น e23 ในโมเดลแทน ค่าความคลาดเคลื่อน จากการวดัของชุด ตัวแปรสังเกต ตวัที ่3 
ส าหรบั ตัวแปรแฝง ตวัที ่2  

rsi   แทนค่าเศษที่เหลือ(Residual) จากการใช้ ตัวแปรแฝง ใดๆที่ท าหน้าที่เป็นตวัแปรเหตุมา
อธบิายการเปลี่ยนแปลงของ ตัวแปรแฝง ตวัที ่i ทีท่ าหน้าทีเ่ป็นตัวแปรผล เช่น rs3 ในโมเดล
คอื ค่าเศษทีเ่หลอืจากการใช ้ตัวแปรแฝง ใดๆมาอธบิายการเปลีย่นแปลงของ ตัวแปรแฝง ตวัที ่
3 

ij   อ่านว่า phi  ไฟ แทนค่าระดบัความสมัพนัธ์ทีไ่ม่มทีศิทาง ของ 2 ตัวแปรแฝง เช่น 12 ในโมเดล
ดา้นล่างแทนความสมัพนัธ ์ของ ตัวแปรแฝง ที ่1 กบั ตัวแปรแฝง ที ่2  

 

 
 

 

 

 

 

 

 

 

12 
  

Z1 

Z2 

31 

32 
21 

22 

X2 

X3 

Y1 

X1 

Y2 

13 

11 

23 

rs2 

F1 

F3 

F2 

12 
 

13 

rs3 

e13 

e12
1 

e11 

e21 

e22 

 e31 

 e32 
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1.2.2  การกำหนดสมการแสดงความสัมพนัธ์ 

เมื่อได้แผนภาพแสดงความสมัพนัธ์ของตวัแปรต่างๆ แล้วผู้วเิคราะห์ควรจะสร้างสมการแสดง
ความสมัพนัธ์ในรูปของสมการทางคณิตสาสตร์ซึ่งจะเขยีนในรูปของสมการเชงิเสน้ตรงในรูปแบบต่างๆ
ดงัต่อไปนี้ 

 
 
 
 
 
 
 
 
 
 

 
หมายเหตุ สมการที่สร้างขึ้นเป็นสมการในรูปค่าคะแนนมาตรฐาน(Standardize) ไม่ได้อยู่ในรูปค่า

คะแนนดบิ(Unstandardize)  
 
 

 
 
 
 

 
 
 
 

 
 
 
 
 

 
 
 
 

 

จากแผนภาพของความสมัพนัธ์ระหว่าง ตวัแปรแฝง F1 ที่ม ี3 ตวั
แปรสังเกตสามารถน ามาสร้างเป็นสมการ เชิงคณิตศาสตร์ได้
ดงัต่อไปนี้ 

zx1  =  1F1 + e1 …….…(1)  zx1 แทน ค่ามาตรฐานของ x1 

zx2  =  2F1 + e2 …….…(2)  zx2 แทน ค่ามาตรฐานของ x2 

zx3  =  3F1 + e3 ………(3)  zx3 แทน ค่ามาตรฐานของ x3 
 

e1 e2 

3 

F1 

X1 X2 X3 

2 
1 

e3 

 โมเดลโครงสรา้ง นี้แสดงถงึความสมัพนัธข์อง 
โมเดลการวดั 4 โมเดล สามารถก าหนด
สมการซึง่เป็นสมการโครงสรา้งไดด้งัต่อไปนี้ 
 

F3  =  31F1 +32F2 + rs3 ……(1) 
F4  =  42F2 + 43F3 + rs4 ……(2) 

 
และยงัมสีมการอื่นๆอกีที่แสดงความสมัพนัธ์
ระหว่าง ตวัแปรแฝง กบั ตวัแปรสงัเกต ทีเ่ป็น
ตวัแปรบ่งชีข้องตวัแปรนัน้ๆ ซึ่ ง ไ ม่ ไ ด้
สรา้งไว ้

31 

32 43 

42

3 

rs4 

 

F3 

y1 

y2 

y3 

X1 

X2 
F1 

F4 

z1 z2 

X3 

F2 X4 

X5 

12 
 

rs3 
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1.2.3   การตรวจสอบความเปน็ไปไดค้า่เดยีวของโมเดล (Model Identification) 
ก่อนที่จะท าการวเิคราะห์โมเดล SEM ผู้วเิคราะห์จะต้องตรวจสอบเงื่อนไขที่ส าคญัประการหนึ่ง

ของโมเดลซึ่งจะเรียกว่า การตรวจสอบความเป็นไปได้ค่าเดียวของโมเดล(Model Identification) 
กล่าวคอื Parameter หรอืค่าคงที่ใดๆ ในโมเดลทีต่้องการประมาณควรจะมคี่าทีเ่ป็นไปไดเ้พยีงค่าเดยีวดงั
ตวัอย่างต่อไปนี้ 

พิจารณาโมเดล  x+y = 7 ค่า x และ y ที่อาจเป็นไปได้มีได้หลายคำตอบดังนี้ 

 

 

 
 

ถา้เรามสีมการเพิม่อกีคอื  x-y = 3 จะได ้x=5 : y=2 เพยีงค าตอบเดยีว ลกัษณะเช่นนี้เกดิจากเรามี
จ านวนสมการเท่ากบั หรอื พอดกีบั(Just) จ านวน Parameter ทีเ่ราอยากรู้จงึถอืว่ามขีอ้มูลเพียงพอ และ 
โมเดลที่เราสร้างขึ้น ระบุความเป็นไปได้เพียงค่าเดียวได้ หรือ โมเดลมีลักษณะเฉพาะ(Identification 
Model) แต่โมเดลแบบน้ีจะวเิคราะหเ์พือ่หาโมเดลทีเ่หมาะสม(Fit Model)ไม่ได ้

แต่ถ้าเกิดเรามีสมการเพิ่มขึ้นอีกคือ x*y = 10   จะท าให้เรามีสมการถึง 3 สมการในขณะที่ 
Parameter ทีเ่ราตอ้งการทราบค่ามเีพยีง 2 ค่า คอื x และ y เท่านัน้ ดงัตวัอย่างต่อไปนี้ 

 

 
 
 

นัน่คอืถ้าโมเดล ที่เราสร้างขึ้นมามีข้อมูลเพยีงพอ คอืเกิดลกัษณะ พอดี(Just) หรอื มากกว่า
(Over) จ านวน Parameter ทีเ่ราตอ้งการรู ้หรอืประมาณค่าเรากส็ามารถหาค่า Parameter ในโมเดลนัน้ได ้
ในทางตรงกนัขา้ม ถา้เกดิลกัษณะน้อยกว่า(Under) เราจะไมส่ามารถหาค่า Parameter ในโมเดลนัน้ได ้ 

ในการตรวจสอบว่าโมเดลเป็นลักษณะใดใน 3 ลักษณะดงักล่าวท าได้โดยการค านวณหาค่า 
Degree of Freedom หรอื DF ดงัต่อไปนี้    
 
 
 
 
 

x=0 : y=7 
x=1 : y=6 
x=0 : y=7 
x=1 : y=6 
 

ทีเ่ป็นเช่นน้ีเพราะเรามขีอ้มูลไม่เพยีงพอ หรอื น้อยไป(Under) ทีจ่ะท า
ใหไ้ด ้ค่า x และ y มคี าตอบเดยีว หรอื เรามจี านวนสมการน้อยกว่าสิง่ที่
เราอยากรู(้อยากรู ้Parameter 2 ค่าแต่มเีพยีงสมการเดยีว) 

x + y = 7 
x - y  = 3  
x*y  = 10 
 

จะท าใหไ้ด ้ค่า x และ y มคี าตอบเดยีวเหมอืนกนั แต่เป็นกรณีที ่เรามี
จ านวนสมการมากกว่า(Over) สิง่ทีเ่ราอยากรู(้ อยากรู ้Parameter 2 
ค่าแต่มถีงึ 3 สมการ) 


