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คํานํา  
 

ทุกวันน้ีเราใช้ AI อยู่ทุกวัน แม้บางคร้ังจะไม่รู้ตัวก็ตาม ไม่

ว่าจะเป็นมือถือท่ีจัดรูปให้สวยข้ึน เพลงท่ีถูกแนะนําตรงใจ 

หรือข้อความท่ีระบบช่วยพิมพ์ ให้ โดยอัตโนมัติ ท้ังหมดน้ีคือ 

AI ในชีวิตประจําวันของเรา 

 

และในช่วงไม่ก่ีปีท่ีผ่านมา AI ไม่ได้อยู่แค่ในแอปอีกต่อไป 

แต่มันกลายเป็น “ผู้ช่วยอัจฉริยะ” ท่ีทํางานเก่งข้ึนเร่ือย ๆ 

เขียนบทความแทนคนได้ 

ทําภาพสวยกว่าโปรได้ 

สรุปรายงานได้เร็วกว่าเดิมหลายสิบเท่า 

 

หลายคนจึงรู้สึกว่าโลกกําลังหมุนเร็วข้ึนจนตามไม่ทัน 

และน่ีคือเหตุผลว่าทําไม ตอนน้ี จึงเป็นช่วงเวลาท่ีดีท่ีสุดใน

การเร่ิมเข้าใจ AI 
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เพราะ AI ไม่ใช่เร่ืองของโปรแกรมเมอร์ ไม่ใช่เร่ืองยาก และ

ไม่ใช่เทคโนโลยีไกลตัวอีกต่อไป 

มันคือ “ทักษะพ้ืนฐานของยุคใหม่” ท่ีทุกคนใช้ได้ ไม่ว่าคุณ

จะเป็นนักเรียน พนักงาน คนทําคอนเทนต์ คนขายของ

ออนไลน์ หรือผู้ประกอบการ 

 

หนังสือเล่มน้ีถูกออกแบบให้เป็น “คู่มือ AI สําหรับคนท่ัวไป” 

ไม่ต้องมีพ้ืนฐานมาก่อน 

ไม่จําเป็นต้องเขียนโค้ด 

ไม่ต้องเข้าใจคําศัพท์ยาก ๆ 

 

คุณจะได้เรียนรู้ต้ังแต่ 

AI คืออะไร 

มันเรียนรู้อย่างไร 

ใช้ AI ตัวไหนทําอะไร 

จะใช้ให้เก่งข้ึนได้ยังไง 

และจะสร้าง AI ง่าย ๆ ได้ด้วยตัวเองแบบทําตามได้จริง 
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เป้าหมายของหนังสือคือทําให้คุณ “เข้าใจ AI ท้ังระบบแบบ

ไม่ปวดหัว” และสําคัญท่ีสุด—ใช้มันให้เป็นประโยชน์ ในชีวิต

จริง 

 

หวังว่าหนังสือเล่มน้ีจะเป็นจุดเร่ิมต้นท่ีทําให้คุณไม่เพียงแค่

ตามทันยุค AI แต่ “นําหน้า” คนอ่ืนได้อย่างม่ันใจในโลกใหม่

ใบน้ี 
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บทท่ี 1:  

AI คืออะไร  
 

AI คือ “คอมพิวเตอร์ท่ีคิดและเรียนรู้ได้เหมือนคน” 

พูดง่าย ๆ คือมันไม่ใช่แค่ทําตามคําส่ังเหมือนสมัยก่อน 

แต่ มันดูตัวอย่าง แล้วเรียนรู้เองได้ 

 

เหมือนเด็กคนหน่ึงท่ีพอเห็นแมวหลาย ๆ คร้ัง ก็รู้เองว่าอัน

ไหนคือแมว AI ก็ทําแบบเดียวกัน—แค่เร็วกว่าและจําเก่ง

กว่าเยอะมาก 

 

AI เริม่ต้นอย่างไร 

เม่ือก่อน AI โง่มากครับ ต้องสอนกฎทุกอย่าง เช่น 

• ถ้าเจอคําว่า “สวัสดี” → ให้ตอบว่า “สวัสดีครับ” 

• ถ้าเจอรูปส่ีเหล่ียม → ให้บอกว่าส่ีเหล่ียม 
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ปัญหาคือ… 

ถ้าเจออะไรใหม่ ๆ ท่ีไม่เคยสอนไว้ มันตอบไม่ได้เลย 

 

เพราะง้ัน AI รุ่นเก่าเหมือนหุ่นยนต์ท่ี “ทําตามท่ีส่ังเท่าน้ัน” 

 

พอเวลาผ่านไป นักวิทยาศาสตร์เร่ิมคิดว่า 

“อยากให้คอมพิวเตอร์ คิดเป็นเอง แบบมนุษย์ ต้องทํา

ยังไง?” 

 

คําตอบคือ Machine Learning 

คือการให้ AI เรียนรู้จากตัวอย่าง ไม่ใช่ส่ังทีละข้อ 

 

เช่น 

ให้ดูรูปหม่ืนรูป → รู้เองว่าไหนแมว ไหนหมา 

ให้ฟังเสียงคนหลายช่ัวโมง → รู้ว่าคนพูดอะไร 

น่ีคือจุดเร่ิมต้นของ AI ท่ี “ฉลาดข้ึนเอง” 
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แล้วทําไม AI ยุคน้ีถึงเก่งกว่าท่ีเคย? 

เพราะมี 3 อย่างท่ีโลกไม่เคยมีมาก่อน 

 

1) ข้อมูลเยอะมากแบบมหาศาล 

คนท้ังโลกโพสต์รูป เขียนข้อความ ทําวิดีโอ 

AI จึงมี “ข้อมูลเรียนรู้” มากกว่าท่ีมนุษย์รุ่นไหนเคยมี 

 

2) คอมพิวเตอร์เร็วข้ึนสุด ๆ 

มีชิปใหม่ท่ีทําให้ AI คิดได้เป็นล้านคร้ังในหน่ึงวินาที 

เลยเรียนรู้จากข้อมูลกองโตได้เร็วมาก 

 

3) การค้นพบเทคโนโลยีใหม่ช่ือ “Transformer” 

น่ีคือหัวใจของ ChatGPT 

ทําให้ AI “เข้าใจภาษา” และ “ตอบเหมือนคนคุยจริง ๆ” 
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เพราะ Transformer น่ีแหละ AI ถึงเขียนนิยาย ทํารายงาน 

วิเคราะห์ข้อมูล หรือคุยต่อเน่ืองเป็นหน้า ๆ ได้ 
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สรุปท้ายบท 

• AI = คอมพิวเตอร์ท่ีเรียนรู้เองได้ 

• สมัยก่อนต้องสอนกฎ → เด๋ียวน้ีสอนด้วย “ตัวอย่าง” 

• AI ยุคใหม่เก่งเพราะมีข้อมูลเยอะ + คอมเร็ว + 

เทคโนโลยีฉลาด 

• ChatGPT และ AI ยุคน้ีจึงทํางานได้ใกล้เคียงมนุษย์

มากข้ึนทุกวัน 
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บทท่ี 2:  

Machine Learning คืออะไร ทํางาน
ยังไง  
 

Machine Learning (ML) คือการทําให้คอมพิวเตอร์ 

“เรียนรู้จากตัวอย่าง” แทนท่ีจะส่ังงานทีละข้อเหมือน

สมัยก่อน 

 

พูดง่าย ๆ คือ 

สอนคอมพิวเตอร์เหมือนสอนเด็กคนหน่ึงให้รู้จักส่ิงต่าง ๆ 

จากประสบการณ์จริง 

ย่ิงเห็นเยอะ → ย่ิงเก่ง 

ย่ิงลองผิดลองถูก → ย่ิงฉลาดข้ึน 
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ตัวอย่างง่ายท่ีสุด 

ให้ AI ดูรูปแมวพันรูป → มันจะเร่ิมรู้ว่าอะไรคือแมว 

ให้ดูรูปหมาพันรูป → มันรู้ว่าไหนคือหมา 

ต่อให้เราไม่ได้บอกกฎเลยสักข้อ AI ก็เรียนรู้เองได้ 

 

น่ีคือหัวใจของ Machine Learning 

 

AI / ML / DL ต่างกันยังไง?  

AI 

คําใหญ่สุด = ทุกอย่างท่ีทําให้คอมพิวเตอร์ “ฉลาด” 

Machine Learning (ML) 

ส่วนหน่ึงของ AI = วิธีทําให้คอมพิวเตอร์ “เรียนรู้จาก

ข้อมูล” 
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Deep Learning (DL) 

ส่วนหน่ึงของ ML = การเรียนรู้ท่ีซับซ้อนมาก ใช้ “สมอง

จําลอง” หลายช้ัน 

อันน้ีแหละท่ีอยู่เบ้ืองหลัง ChatGPT, Midjourney, Sora 

 

นึกภาพแบบน้ี: 

AI = โรงเรียน 

ML = การเรียนท่ีใช้ “ตัวอย่าง” 

DL = ห้องเรียนพิเศษท่ีเรียนแบบลึกและเก่งมาก 

 

รูปแบบการเรยีนรูข้อง Machine Learning  

Machine Learning มี 3 แบบหลัก ๆ ท่ีเข้าใจง่ายสุด ดังน้ี: 
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1) Supervised Learning — เรยีนแบบมีคน
สอน 

คือมี “ตัวอย่าง + คําตอบ” ให้ดู 

เช่น 

ให้ภาพแมว พร้อมบอกว่า “น่ีคือแมว” 

ให้ภาพหมา พร้อมบอกว่า “น่ีคือหมา” 

 

AI ดูตัวอย่าง → จดจําลักษณะ → เดาว่าอันใหม่คืออะไร 

 

ตัวอย่างในชีวิตจริง 

• ระบบแยกสแปมในอีเมล 

• แอประบุใบหน้าคน 

• การพยากรณ์ยอดขายในอนาคต 
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จําง่าย ๆ: 

เรียนโดยมีเฉลย 

 

2) Unsupervised Learning — เรยีนแบบ
ไม่มีคนสอน 

คือโยนข้อมูลกองใหญ่ให้ AI แล้วให้มัน “หาแพทเทิร์นเอง” 

 

ไม่มีคําตอบ ไม่มีเฉลย 

AI ต้องหาว่าอะไรคล้ายกัน อะไรต่างกัน 

 

ตัวอย่างในชีวิตจริง 

• การจัดกลุ่มลูกค้าแบบอัตโนมัติ 

• ระบบแนะนําสินค้า 

• จัดหมวดหมู่เอกสารให้เองแบบไม่ต้องแบ่งมือ 
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จําง่าย ๆ: 

เรียนจากการสังเกต ไม่ต้องมีเฉลย 

 

3) Reinforcement Learning — เรยีนแบบ
ลองผิดลองถูก 

เหมือนการฝึกสุนัข 

ทําดี → ให้รางวัล 

ทําผิด → ไม่ได้รางวัล 

 

AI ก็เรียนเหมือนกัน 

มันจะลอง…ผิด…ลองใหม่…จนเจอวิธีท่ีดีท่ีสุด 

 

ตัวอย่างในชีวิตจริง 

• หุ่นยนต์เดินได้เอง 

• AI เล่นหมากรุกชนะมนุษย์ 
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• ระบบจัดเส้นทางรถยนต์ ให้เร็วท่ีสุด 

 

จําง่าย ๆ: 

เรียนด้วยประสบการณ์จริง + รางวัล 

 

ตัวอย่างงา่ย ๆ ท่ีคนท่ัวไปเข้าใจทันที 

ลองนึกภาพว่าเราต้องสอน AI ให้รู้ว่า 

“รูปไหนคือแมว รูปไหนคือหมา” 

 

วิธีสอนแต่ละแบบก็จะเป็นแบบน้ี: 

วิธีเรียนรู้ เราสอน AI 

ยังไง 

AI คิดแบบไหน 

Supervised ให้รูปแมว/หมา 

พร้อมเฉลย 

จําลักษณะจาก 

“ตัวอย่าง + 

คําตอบ” 
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Unsupervised ให้รูปยกกอง ไม่

ต้องบอกว่าอะไร

คืออะไร 

แบ่งกลุ่มเองจาก

ความคล้าย 

Reinforcement ให้มันเดา → ถูก

ให้รางวัล → ผิด

ลองใหม่ 

ค้นหาวิธีท่ีดีท่ีสุด

ด้วยการทดลอง 

 

แล้วทําไม ML ถึงสําคัญมาก? 

เพราะถ้าไม่มี Machine Learning → AI ก็เป็นแค่ “หุ่นยนต์

กฎตายตัว” แบบยุคเก่า แต่พอมี ML → AI เร่ิม “คิดเป็น

เอง” จากข้อมูล 

 

น่ีคือรากฐานของทุก AI ยุคใหม่ รวมถึง ChatGPT ท่ีคุณ

กําลังคุยอยู่ตอนน้ี 
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สรุปท้ายบท 

• Machine Learning คือวิธีสอนคอมพิวเตอร์ ให้ 

“เรียนรู้จากข้อมูล” 

• มันคือหัวใจท่ีทําให้ AI ฉลาดข้ึนเอง 

• แบบเรียนรู้มี 3 แบบ: Supervised / Unsupervised 

/ Reinforcement 

• ย่ิงข้อมูลเยอะ → AI ย่ิงเก่ง 

• ทุก AI ยุคใหม่ รวมถึง ChatGPT ใช้พ้ืนฐานของ ML 

ท้ังหมด 
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บทท่ี 3:  

Neural Network ทํางานอย่างไร 
 

Neural Network คือ “สมองจําลอง” ของคอมพิวเตอร์ 

ถูกออกแบบให้ทํางานคล้ายสมองมนุษย์จริง ๆ 

 

ไม่ต้องกลัวคําน้ีนะครับ — ความจริงมันเข้าใจง่ายกว่าท่ีคิด

มาก มาดูแบบทีละข้ัน ตอนละนิด แต่เห็นภาพชัดเจน 

 

Neural Network คืออะไร?  

ลองนึกภาพ “สมองคน” ท่ีมีเซลล์ประสาทเต็มไปหมด 

เวลาคุณเห็นรูปแมว เซลล์ประสาทหลาย ๆ จุดในสมอง

ทํางานร่วมกัน จนคุณรู้ว่า “น่ีคือแมว” 
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Neural Network ก็เหมือนกัน 

มันมี เซลล์ประสาทจําลอง (Neuron) จํานวนมาก 

ช่วยกันดูข้อมูล → ประมวลผล → ตัดสินใจว่า “น่ีคืออะไร” 

 

โครงสรา้งสําคัญของ Neural Network 

Neural Network ประกอบด้วย 3 ช้ันหลัก: 

1. Input Layer — รับข้อมูลเข้า 

ภาพ ตัวหนังสือ ตัวเลข ฯลฯ 

2. Hidden Layers — ช้ันท่ีคิดและประมวลผล 

ย่ิงมีหลายช้ัน → ย่ิง “ลึก” → ย่ิงฉลาด 

น่ีแหละท่ีเรียกว่า Deep Learning 

3. Output Layer — แสดงคําตอบ 

เช่น “น่ีคือแมว” หรือ “คํานวณยอดขายปีหน้า” 

 

คิดง่าย ๆ: 

Input = รับข้อมูล 
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Hidden = คิด 

Output = ตอบ 

 

นิวรอนทํางานยังไง?  

คิดว่านิวรอนแต่ละตัวเป็น “ห้องท่ีมีไฟ” 

เวลาข้อมูลเข้ามา ไฟแต่ละห้องจะสว่างไม่เท่ากัน 

ห้องไหนสว่างแรง = ข้อมูลสําคัญ 

ห้องไหนสว่างเบา = ข้อมูลไม่จําเป็น 

 

เม่ือผ่านหลายช้ัน ไฟจะสว่างเป็นรูปแบบท่ีซับซ้อนข้ึนเร่ือย 

ๆ จน AI รู้ว่า “อ๋อ น่ีคือแมว” หรือ “น่ีคือเสียงคนพูดคําว่า 

Hello” 

 

น่ีคือการทํางานแบบง่ายท่ีสุดของ Neural Network 
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แล้วทําไม Deep Learning ถึง “ทรงพลัง”? 

เพราะมันมี หลาย ๆ ช้ันซ้อนกัน 

แต่ละช้ันจะจับ “รายละเอียด” ท่ีลึกข้ึนเร่ือย ๆ เช่น 

• ช้ันแรก: ดูเส้น ขอบ รูปร่าง 

• ช้ันกลาง: ดูหู ตา ขน 

• ช้ันลึกมาก: แยกได้ว่าน่ีคือแมวพันธ์ุอะไร 

 

มนุษย์ ใช้เวลาหลายปีในการเรียนรู้ความซับซ้อนเหล่าน้ี 

แต่ AI ทําได้ในเวลาไม่ก่ีวันถ้ามีข้อมูลมากพอ 

 

ตัวอย่างงา่ย ๆ ใหเ้หน็ภาพ 

สมมติเอารูป “แมว” เข้าระบบ 

ข้ันท่ี 1 — Input Layer: 

AI เห็นรูปเป็นจุด ๆ เรียกว่า พิกเซล 
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ข้ันท่ี 2 — Hidden Layers: 

• ช้ันแรกดูว่าในรูปมีเส้นตรง เส้นโค้งไหม 

• ช้ันถัดมาดูว่ามีตากลม ๆ ไหม 

• ช้ันถัดมาดูว่ามีหูแหลมไหม 

• ช้ันลึก ๆ ดูว่ารูปน้ีคล้ายแมวในตัวอย่างท่ีเคยเรียน

ไหม 

 

ข้ันท่ี 3 — Output Layer: 

AI ตอบว่า: 

➡ “แมว 97%” 

อีก 3% อาจเป็นหมา แต่เปอร์เซ็นต์ต่ําเลยเลือกแมว 

 

เห็นไหมครับ? 

AI ไม่ได้ “จํารูปเดิม” 

แต่มันเรียนรู้ “แพทเทิร์นของแมว” 
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