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Tuaaaums Iasaad e (SEM) dluTumanilsznoudie Tumanida (Measurement
Model) tiaz Tuaa Tasaa319 (Structure Model) Wiounulunsinifen
1.1.2 anvazvauauuuluag
@ 9 9 @ [ Y .
anvazveuduuu Tumaruni 1nssadnveadulsdunald (Observed Variable)

. A o [ % dy
Aua1lsuel (Latent Variable) ¢ Uanyay aail

(1) gUupuignasnngaausduna T suds

Observed Variables

, Latent Variables
. /

MMNN 1.4 dAYAULVDI Formative Model

Y
sUnuuanyuziignasnngaslsduna Tdsgwadwdmalsuds dnvwz
Y

A g .
1UVA] U Formative Model
E4
@ 1 o o 1% ' I
) suunuirgnaswatmadsdunalagnsazuibiugiuuy Reflective
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Model #1414
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Latent Variables
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mﬁmJizﬁmaﬂaaﬂmﬂummmgm (Standardized Regression Weight)

MNN 1.5 anHAUZUDI 1AL Reflective Model
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9 9
4 [

M5AATIZH SEM Huneudday 5 ¥iaow Al (Schumacker and Lomax, 2010: 43-45)

v
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a d o
VYUABHVDINITAUATIZH SEM ﬁ 5 Yunou

1. msmyualuaa HiemMsmnua
Taseadaluea (Model Specification)

v

2. maszyanndull IdmidervesTiea | 5. msdSuTuaa
(Model Identification) - (Model Modification)

1 a J
3. mydszanammnsiimesvesluma

(Parameter Estimation of the Model)

v

4. ﬂ'ﬁﬁﬁ'ﬁlﬁﬂUﬂ?WNﬁ@ﬂﬂé}@ﬁJ@QTNLﬂﬂ
(Measures of the Model Fit)
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mwﬁ 1.6 mum@umsamswﬁ SEM
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Researcher) 9INMSANHING B LAz NUIBNNEIT0I08 190z IDoaTFAIULAZ TN
Y o a aa Y g’/ I a o ya o a o A
uanihuulnangunaunuuuINaiulnnan13398¥930398 1unaltenia luaa
a ~ % % [ { < %
IFING BT (Hypothesis Model) N1lsznoudiealsuds uazdulsdunalaniuTueansia
A = o 9
(Measurement Model) #5019 0mw1zamlsurdaluTumaalasaas1e (Structural Model)
% @ dy 4 o @ [ @ { a 4 a 4
FaluTumadnvazidunszd s muadulsduna ldivas ez EFA Tumsainsigs

¢ a oy v
p9n1sznouiseuIaaLa
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ANNLLUGIAzIadeTNINYDd Tuaa Fanfeszrielinslas1zrednlsnouFIeUsY
) 9y
(Confirmatory Factor Analysis) Ifuuaiugwazlinnuinienogaau (Anderson & Rubin, 1956;
] Y Y
Bollen, 1989) @71 Boomsma (1985) 111210131 112361071 3 dnnlsdunaaednlsusla nail
o @ I . . a J
minmvua 2 a5 Tuaasial Ten1aiilu Under Identification tagaduroailsurald
[ S = o Y a A (% 9
Tuasuanysal Feeziiliinaanuaaianaouludusuda’la
2) duseumsszynudulflanufervesliaa (Model Identification)
I Y1 a s A T A o o
msszyanuilullldaudervesTuman1sins iz vienadmionilan
o 2 ) a J ]
AMIAIUIN IZTUAUAUIUNNUNTNFANUNTUTIU (Variance) azauualsilsiugiu
. ° A A ga 7Y S A ' A sAA 1 A
(Covariance) Tumsmuiaaaiigiazidosnisnae AmiimesnianasivesTuma
a 4 4 o 1 a Jd { Y [] 1 Ao
(Model Identification) 1A A1z BNMIAMUAAINITIINBS N1 TunsuarluTuean1339e
4 ] a d a a’d' 1 d‘ a dﬂg a 4
(05 Tnessal, 2555: 122) HAMIAATIZH 11U5UNTUIATIZHILEMNIZINATUINMTIATIZH
Y A o = A A1 oA v Y A o A J I kY o
doalimnoumgIvIolauas NI mindaasunaaieziu il ldvaremiaeu Tusunswy
1a Jd
22 liAns e
A Y a P} A 3 Y1 a Y
weliimannudnlasesmaszyanuiiullldaude daswauonuinig
a = = % % dy
DBVUNYUIABINY A1l
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Sraumsnilaiudail 20 = a + b(y)
Y o Y A T o ) A ald'd 1 =\ o ]
Svuald y Iaumniny 4 maeun landlua1ved atag b ivaneminey wu
o e
1) fmeeuusnndullld a =8 way b = 3
° A L @
2) asvnasanilullld a =4 uaz b = 4
o 1 e
3) maeunaundullld a =28 uaz b = 2
= @ v Y o 1 J é Y o o
NNNIAAUMIAI081e ormmuam lanmieIiny y msmfmiaey a uag b
=} 1 19 A o 1 I J o Y k4
UHAWAT LATIINMIAKUAAT a mwizizasad lidlu 2 mived b ez ldmsudauns
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Wo¥1A1 b IANeIAUReIMI 0mNB LA UNIIY A1l
20 = a + b(y)
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e muuald adlu 2 mvesb
] o I . 1 o Z, [
WU a mvualimdu 4 9 2 19109 b ety b aziauiy 2 ¥2ld

) ] Y 4 I I I I I {
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a o 9 A Awav Y S A 1 A 4
20=4 +4(4) Gll!ﬂ'lﬁ']!.ﬂi']%‘ﬁIi]!ﬂaﬁuﬂWiIﬂﬁﬁﬁﬁ’N (SEM) fdaNUNIYADNNITNAD ANWITIUNDT
=

A = 9 A 9 dy A Y g}/ =) 9 X a 4
1/]3Jﬂ11@8’]GluiﬂﬂﬁiNTmﬂaﬂﬁiNGUu LW@LLﬂﬁ’Nﬂﬁ“l/N‘ViiJﬂﬁluﬂinlﬂt’J’Jﬂu FINTTUATICH

Y 9 =

1zA0a 19403 au1nNe Lindeman, Merenda and Gold (1980: 163) 1112111418 9 119oyaNT UM
a 4 1 o [ . 3’, - o

V1UATILN AT 20 1M aanlsdana'ld (Observed  Variable) natldn 1diosazyinld
1 a o ] Y [ g’/ = 1 Y I Y1 A

amnlweinlszinalugndes asiuvanan lan msszyanuiulildauaerveTuaa

. . =K J = A a s A
(Model Identification) 3uJunisasrvaeuNivoyaninwe Nugiasiziimenisiscuial
A s 9 v A A A Ao a Y A vy ~ o

wsiimosvedTunaligndes nazlinufemselimnoumen lanie I Joyaniainaeuiine

' ' (Z { o Y . . { v
aanuulsisanazanuulslsiuswvesdanlsiduna 1§ (Manifest Variable) foglugil
J A A = '

a X 1 a J 1 o
UNTNY Wi@ﬁﬂﬂ’ﬁ]ﬂ@ﬂ'l\?ﬂﬁ\?')'l wnsnganuelsysiutazanuudsysiusiv indiau

a o A ' A o Y A ( (% Y
W59 DINNI 1WA (Number of Known Parameters; S) tiamnualy K Ao auilsduna ld

(2

! Y Y a A 1T A9 ' o a 14
Glﬂllﬂiﬂ§1ﬂﬂ1ﬂ1hl@iﬂﬂ K(K+1)/2 91W15 19T NNITUAINUBYINIITUIUNITIUIAD T

a9 ' . . A ' a 4
NFDIMINI WA (Number of Parameter Estimation; ) 11/5unsuag Lifimsdszinaamnimes

(Estimate Parameter) U943 Ju19a

< Y1 (Y . .
msszyanuilu i 1aa idervesTunansia (Measurement Model Identification)
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(1) TuaanUanyuziiu Under Identification
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a P 1 9 A 4 a P ] 1
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e 1D AUANIANADY
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MAN 1.8 M3 nFnstmesues Tuma

= a s A ' a .
MW 1.8 mameinniwar luTumannsanonnanuulslsou (Variance)

9
wazA U515 913 9 (Covariance) Aaansaae Tl

v A o’ 1
Ms51aN 1.1 wn3n¥auulsilsiu (Variance) tazauualsils1usau (Covariance)

annlsdunald X X,

1
X, Si ™~
X, S, 4—| Aulslsiuves X, |

Variance 8gIdUILINIEY |
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aguaNAUILINIG

A a < 1 a = = 1 A 4
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] ! 2 a 4 1

Téun s2 .S, waz s, Mdhuunindanuulsdsau (Variance) vogluiduuninues

1 172 2
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(Diagonal) FanNne Si uae Szx HazNINFANY5U59UT N (Covariance) ﬂ:aguamﬁ'u

. . . é S A [ a o 1 1 = [
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3 Tauud
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a oA 1 a v
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A s A ' Y <3 .
W'lﬁﬁJL@lfJiﬁgllﬂ\iﬂ'lﬁﬂﬁmJ'lmﬂW ® ﬁ?@ KK+1)/2 <t aﬂymﬂmﬂaﬂmﬂu Under Identification
a s 1 J a A ] 1 <
(WTD'HJ!.@]@'D'“I?I‘I’]'D'TIJﬂ'lﬁ}@‘t’Jﬂ’NWWi']JJL@]’fJi“I?IUlJJVI'iTUﬂ']) I‘]Jﬁ!tﬂiiﬁ]%ﬁ'lﬂ\‘ln! df 1fluay )
12 1 a o
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df

S-t

zﬂ' A o a o’d’ 9 1
KK+ 1)2-t 19 t A9 UIUNITINADINABDINITNIIUA

130 df
df = 22+1)2-4
df = 3-4
df = -1
) 1 LS 1 ]
WuAe df< 0 a1 dfdnautuay ) Tdsunsulitimsszanaa
A A o <3| . . a A 19 ' a 4
o lumatanyaedy Under Identification (W15109195 NN 1WA 08AINITINNDS
H [ ] 1 1 a 4
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AINN 1.8 DINIVYUIND (Constraint) ﬂTﬁ'iJﬂﬁZﬁ’ﬂ‘ﬁﬂﬂﬂ@ﬂ‘ﬂL”]J‘IJ?‘IHJW]?;‘@TH
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«— X,
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Y
aganmnae 11/l

A @ I @
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ko ZDhe

[
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df = 0

H v o ] - ° @ < . .
A 1.9 matianuldamiadly 1.00 v 19 Tuead dnwaiziil Just Identification

= = B~ . o A o a o 1 o a 4 [] (= S
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[
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A —
, ] y
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TuTueanside 81 K(K+1)/2 = s1uumsiimesndesmstszanan (o) Tuaa

4

N o . ' I ] . ]
921U Just Identification 11sunsuvgsrearual df iflugud (0) Do auilu Perfect Fit 13

9

1 4 2 ] 1 J a 2 (] 1 Y] [
mssenua lnaundd ) lutian laauasmsaleesmaas: (X /do waz linenuanisd sy
Qad' 9
naananlsmaao (P-Value)
1 Aav d o a P 1
uag Tumam ety KK+1)/2 > 314umsimes ndseansilszanaa ) Tuaa
I . . ' < ! ..
92111 Over Identification 1154nTNLI189IUI df 1WUVIN (+) 4aEI189I1UAT SE 1ag Critical
. v & a J Y v W Y A o I . .
Ratio (T-Value) #4114 1umMsAAs1eH SEM 2za019a 1 14 lumalanyaizii) i Over Identification
=< a 4 Y
9925124 SEM 1@
& d
3) Yumpumsiszanamnnimesvealuna (Parameter Estimation of the Model)
?,‘, [ a 4 A = I
Tudupeunsiszaanimsilmeived luaa o Tuealanyazii)y Over
. . 1 a 4 v Y o 1 a 14 7
Identification  Tsunsnvvzdlszanaamiaimesnnarluluaa udnihnmsiwosmaiiu
o I J . ' 1 . o
At uarnundsdsiv (Variance) ttazn1n1uil)sU531594 (Covariance) voaaauils
@ a oA v o °
dane 1@ (Manifest Variables) TuTuaaudauaaslugns ngn lannwaanimsmuiuaie
a d A a o’dal 1 a 4 1
ADUNANDST (FENNNT NFUI N3 nFANUu U5 umazaunlsisiusu anmsdszana
] 1 a o’dy =1 ]
a3 Tu1Aa (Computed Covariance Matrix: 2:(0) 811731 Sigma Theta) N3 g HV19RIFToN
a 4 1 A Ya o 9 é’ = a c’dy
wn3nganuulslsiunazanuulsdsiusinvesTuaan@gITea 319U FUUNI NG
o a 4 1 { o [
i 1au ) sennnwms ndanuuilsisivazanuuilsisiusmnldnndulsdunald
1 % ] Aa v a 4 e 1 a 4
(Manifest Variables) ¥9INgUAI0E1991UITIFTINUNI NG 1un3nsaNuulsilsivnag
1 o o 1 o I { g a v ..
anuuilslsrusavvesdanlsdunalaninnquaiedieiiludoyaisailsziny (Empirical
1 { 1 a o 1
Samples Covariance Matrix: 22) A1 }Ai3 831 N3 nsANLlsUsuazanusdsiusu

Yo4aIUNHAD (Residual Covariance Matrix) NATOUANNABANADI (Conformity) 1130

o 1 2 A
ﬂinilﬂa3Jﬂ§11lﬂu“]]ﬂ\11ulﬂaﬁ}38ﬂ1X @11]3% Likelihood Ratio 1’7%@ Likelihood Ratio

@ ya o Y

Chi-Square (CMIN) 81 X - 2(0) = 0 uaaen Tuaaddenditenanaeandoinudoya

a v 1w i i 4
!,GINﬂi%ﬁ]ﬂ‘lﬁ%1ﬂﬂqn@n@ElN'é)EJNﬁlJTJ"iﬂ,!
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a d‘ 2 A
TagerunAgiunnagon X - Test Ao

H, : 2 =20
H : 2 # 2(9)
A A o 2 Yy o 9 a v o
139 H, : IllLﬂa‘VI‘WiﬁJ\IH1ﬂJuNTﬁﬂﬂﬂaﬂﬂﬂﬂﬂlﬂy‘m%\iﬂizﬂﬂ‘]el
A o 49! [} Y o 9 a v J
H, : IiJLﬂEWI‘WGJJHWGIJHNWlliJﬁﬂﬂﬂﬁﬂQﬂU"UﬂiJum‘]f\‘]ﬂigﬂﬂ‘]el

] a 4 4 o I
Msdszanaamniged W Tueann llsunsue Tua dis Tuealdanyauziy
o 1 a J g’; o a 4
Over Identification 1U5UATNILINAINITINHDININUAVIAIUIAUNNTNFANVLTUIMLAY
anulsdsruimvesnunlsdunald

(Y 1 A o a o '
AIDINITNITATUIVUUINT ﬂ%ﬂ’ﬂmlﬂiﬂiﬂulmgﬂ’ﬂmlﬂiﬂiﬁui awuaﬂﬂmﬂm

Q dal
ANU
Phi() 0.81
O ORSE '
.00
X ! 1.00
() NS
07 0.27
@ X }\’21 93 @ X,
2
. A, 0.34
O

' ' X 3 1w a £ Y
nnye M F ﬁ%ﬂfﬂ Phi ((I)) Wumdulseanssenneaulsvealuaa

Y a Q’ 1 % o [ o I T W a Q‘{
mdudszanssgniadlsduna ldnudlsudalu seM  iHuardualseansonnes
' %:I o < . % @ o v Jd
(Regression Coefficient) #30A11111iN09AUTZNOY (Factor Loading) ¥I9Z1@AINNTLAUANUTNNUTAD
o o o Vo a £ v 2 o o &
dwlsudsvesdmlsduna 18 vinlimdulsgansguazisdndualsdunald udununioazitou

daa)suelald

MseuIuAulsUsIu (Variance)

AMIAUIUANULTUTIUTIN (Covariance)

Var(x,) = (7L”)2 * (F) + e
Var(x,) = (7\,21)2 *(F) + e,

Var(x,) = (}\,31)2 *(F) + e

Cov(x,, x,) = }\,” * }\,2, * Phi
Cov(x,, X;) = 7\,21 * 7\,31 * Phi

Cov(x,, x;) = 7\,” * 7\,31 * Phi
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[

o 1 a o dy
Tlsupsumuiammsiwes 1 luwa aall

[ v

. 2 . . 2
MUIUANLLTUTIU (Variance) A9 MuUIAUANLL15I159 (Covariance) A1

Var(x) = (1)’ * 0.81 + 0.00 = | 0.81 Cov(x,, x,) = 1 %027 *0.81 =
098 | Covlx, x) = 027*034*0.81 =(0.074)
097 | Covlx,x,) = 1*034*081 =

110 Sample Covariance Matrix ) av () Computed Covariance Matrix (Z(0))

Var(x,) = (0.27)°* 0.81 + 0.93

Var(x,) = (0.34)° * 0.81 + 0.88

[

w3011 2(0) Tavesan ) awld = - 2©O) el

Simple Covariance Matrix :2 Computed Covariance Matrix 2(0)
X, X, X, X, X, X,
X X
X, wo X,
X, X, 097
I

Covariance (Cov) Variance (Var)

0.01
T.X0) - | oo 0.00
a o 1
wnsnsaNulsUsiusinves 0.03 0.02 0.02
TGE) (Residual Covariance Matrix)

4) BiTuﬂ?)uﬂ1iﬂi’3§]ﬁi’)‘ﬂﬂ’3131%1?)6]?1’39\151]9\113»1!91@ (Measures of the Model Fit)
A Yaow o dy s A Aa o 3’, Y v 9
Tumam’; NAUIVUNINUNHH YV TOINUIIYUUICTDANADINUUDY A
' 9
ﬁi’J‘]Ji’JiJiJ"ﬁﬂﬂﬂQiJﬁ’J@EJN (Samples) ﬁ%‘luuu fuzﬁ"mms’Jﬁmaummmﬂﬂaﬁ’@wmiuma

1 % < o
i%}'IWWﬂﬁﬂ'J'liJﬁ@ﬂﬂéjﬂ\? Gflﬂ'ﬂ Model Fit %QﬂWiﬁiﬂﬂﬁﬂﬂﬂﬁﬂ N1IAITINADY 2 N 2(9)

a v A % = v Ayl 2
TagNarsannnartinsasavasusaiivateawil 1dun X, X /df, P, RMR, RMSEA, GFI, CFI
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5) m3USuluaa (Model Modification)
S Tuaads liaoandostudoyaiFaszsnd i 1805y Tuna Fenmsulsu
Tuaa m3daszdliuiilmaa T mslsui 18 Tasmnduanuduiusssniadudsa
fuuzihwesTsunsy Tasgf M1 (Modification Indices) Tagfnsanangaamanaou &)

d‘d 1 [ v o d' Y (v 1 v A 1 o o
nuamanuduiusnunigalnlsuneu Tasdsunazgamudmuziveslsunsuaurua
nguaTen uea
a 4 1 d' FI=Y 1 a J 1 1 A
N1TAUANTIZTH SEM ﬂ'l‘ﬂ]lﬂl,iﬂﬂ'31 Lll‘Vlﬁﬂ“lfﬂ:]'lllllﬂﬁﬂﬁ:]uﬁ')llsll@\‘i'ﬁ:]u!ﬂaﬁ]
(Residual Covariance Matrix) 2-2.(0) = Residual Covariance Matrix

g a ¢ i~ Yo &
GU‘LW]’E]UﬂWTJLﬂi'lgﬂﬁ?ﬂlﬂ‘llﬂiﬂ'ﬂlﬂ'l]lﬂ PNU

Anp1nngevseauiteodiaiinuiu

® msU5uluna (Model Modification) | 1301918 SEM (Study from the theory or firmly research)

@ Mm3szy Tuaa vsemsimualasaad 19 Tuea (Model Specification or Generated Model by Researcher) J

+ Y o 4
gl
3 '
@ mssgymmidlulIdaiden | Tuaaily .
> o »  Over Identification
(Model Identification)

[Tttt L 2l :
! ' a ¢ a o @ !
N @ msdsznaammaiimes nndoyaFalsziny !
: (Parameter Estimation) (Empirical Data or Samples) |

gl |
: v v i
1 1
o anualsilsusumesluea - Anulsdsusanvesluma Residual ~ |!
1 { ] Ve
. sy (av) 1ANGUAI0E1 = | Covariance |i
1 1
1| (Computed Covariance Matrix) 2(9) (Sample Covariance Matrix) > Matrix '
V= Jo==—-—-—-—-—--—-------S=-=--------== IR 1

No (liaeandaq)
EJ
(Inconsistent) @msasrnasunnuaeanded - TN, Xz’ Xz/df, df.P,

Y99 TNAaNINAYT(Check Model

or Model Testing) RMR, RMSEA, GFI, CFI

Yes (ﬁaﬂﬂﬁlﬂﬂ)

uilannunine luaa (Interpret the model)

/ g a d
AN 112 d319UnpuMIAATIZH SEM



16

5.1)MINITANMAIUNAD (Residual)
a ] 1 ] a J
Tun1sNITUIAIAIUIAD (Residual) HI0U1INITNI LUNT A
1 v A . . . Ay v A '
AuulsUsIusIuvesaIuaD (Residual Covariance Matrix) nldan X - 2(0) tonwun

[

AMAIUINAD (Residual) 119170 0 aaad TuamanuaaIAnasy ¥io luman1sioe

D.

[ da! @ Yy o

A ya = a Aw A A P} ' Y A o o
°|/Im?‘ﬂﬂ'ﬂﬂﬂluNW%WﬂﬂWﬁﬁﬂHWWQHQMﬁ%QWH? YNINYIVDI llllﬂi\'lﬂﬂ“llf)llﬁﬁ)’\?ﬂi%ﬁ]ﬂ‘]&l Y

U U

< ' an

o 1 = a F) dyd 1 3 aAl ~
NUTIVIIVINNNGUATIDIN FININTUIATITeD Tuaad18I5 e TuITNeNga
5.2)mamsnsivden luna
] 1 § 9 2 o [
i 2 - 2(0) iautlu + naasn Tupanadwyuuminneanumlsisms
9!2: 1 1 9 a v J [ [
lasmnnanuulsilsusmvesdoyadalsziny uazvin 2 - £(0) tauilu - uaaad Tuea
{ g 1 o 1 Y R ] 9 a v o
nadravuuiinneanuulsdsius ldgannaanuulsidsiuimvesdoyaidalszany
a U 1 . a 9
MINDTANATIUNGD (Residual) 114 SEM H1301910ANADAAGDIVDT
d' 9 dy (% 1 % ] 1 1 A d' = | Y A =3
Tuman a3 19N Tumavedngualeg eadImasnaIsua 1ndiRes 0 tazlinmsuanuaa
a = d' dal a = 9 d'
uuund uazmindmaaianaon lUvnintaziasannnastianudeandeveslumadu o

1lseneu

1.3 auisznouves SEM
1) Tueansia (Measurement Model)
flumsszyanuduiusseninedunlsduna’ld (Observed Variables) fud s
(Latent Variable)
2) Tuaalasea3s (Structural Model)
Humsszyauduiugsznindulsimmhidusudsudaiidudaudsdass
(Exogenous Variables) fT‘u@Tmﬂmvhﬁzﬂuﬁmﬂsmu (Endogenous Variables)
3) awlnsasI9aeu luna (Measurement of Model Fit)

3 9y a = Y !
IJJ‘LJﬂﬁﬁiﬁ%ﬁﬂﬂﬂ?1hﬁ@ﬂﬂﬁ@ﬁ"ljﬂx‘]jhLﬂa memimwmﬂmmumq 9 ”lmm

Y. A/df, P, RMR, RMSEA



