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 : Sample 
Covariance Matrix 

หมายถึง เมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของโมเดลจาก
กลุ่มตวัอยา่ง 

() : Computed 
Covariance Matrix 

หมายถึง เมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของโมเดลท่ี
สร้างขึ้น 

T หมายถึง สถิติค่าที (T-Test) ท่ีใชท้ดสอบสมมติฐาน 
t หมายถึง พารามิเตอร์ไม่ทราบค่าหรือพารามิเตอร์ท่ีตอ้งการทราบค่า 

P-Value หรือ  หมายถึง ค่านยัส าคญัทางสถิติ 
K(K + 1)/2 หมายถึง สูตรค านวณหาจ านวนพารามิเตอร์ท่ีทราบค่าในโมเดล 

K หมายถึง จ านวนตวัแปรสังเกตได ้(Manifest Variable) 
Under Identification หมายถึง พารามิเตอร์ท่ีทราบค่านอ้ยกวา่พารามิเตอร์ท่ีไม่ทราบค่า  df < 0 
Just Identification หมายถึง พารามิเตอร์ท่ีทราบค่าเท่ากบัพารามิเตอร์ท่ีไม่ทราบค่า  df = 0 
Over Identification หมายถึง พารามิเตอร์ท่ีทราบค่ามากกวา่พารามิเตอร์ท่ีไม่ทราบค่า  df > 0 
Manifest Variable หมายถึง ตวัแปรสังเกตได ้
Latent Variable หมายถึง ตวัแปรแฝง 

C.R. หมายถึง Critical Ratio หรือสถิติค่าที (T-Test) ท่ีใชท้ดสอบ 
S.E. หมายถึง ค่าความคลาดเคล่ือนมาตรฐาน (Standard Error) 
M.I. หมายถึง ดชันีใหป้รับแต่งโมเดล (Modification Indices) 

Residual Covariance 
Matrix 

หมายถึง เมทริกซ์ของความแปรปรวนของส่วนท่ีเหลือ หาจาก  - () 

h2 หมายถึง ค่าความร่วมกนั (Communality) 
 หมายถึง ค่าไอเกิน (Eigen Value) 
CR หมายถึง ค่าท่ีแสดงระดบัการเป็นตวัแทนของตวัแปรแฝง 

AVE หมายถึง ค่าท่ีอธิบายเหตุการณ์ไดด้้วยตวัแปรสังเกตได ้(Manifest Variable) 
ต่อตวัแปรแฝง (Latent Variable) 

 



 
 

 

 



 

 

บทที ่1 
ความเข้าใจพืน้ฐานการวเิคราะห์สมการโครงสร้าง 

(Understanding the Fundamentals of SEM Analysis) 
   

การวิเคราะห์โมเดลสมการโครงสร้าง (Structural Equation Modeling: SEM) หรืออาจเรียกว่า 
โมเดลเชิงสาเหตุ (Causal Modeling) เป็นการวเิคราะห์ท่ีมีวตัถุประสงคเ์พื่อทดสอบทฤษฎี (Test the 
Theory) ว่าโมเดลที่สร้างข้ึนมาตามทฤษฎีนั้นมีความสอดคล้องกบัขอ้มูลเชิงประจกัษ์หรือไม่ 
ดงันั้นในการวิเคราะห์ SEM สมมติฐานที่ก าหนดจึงเขียนเพื่อพิสูจน์ว่า “โมเดลที่พฒันาข้ึนมา
สอดคล้องกบัขอ้มูลเชิงประจกัษ์หรือไม่ โดยเขียนเป็นสมมติฐานการทดสอบ ดงัน้ี 

 

H0 : โมเดลท่ีพฒันาข้ึนมาสอดคล้องกบัขอ้มูลเชิงประจกัษ์ 
H1 : โมเดลท่ีพฒันาข้ึนมาไม่สอดคล้องกบัขอ้มูลเชิงประจกัษ์ 
 

เคร่ืองมือเป็นแบบสังเกต (Observe) เก็บรวบรวมขอ้มูลเชิงประจกัษ์จากตวัอย่างเป็นขอ้มูล
เชิงปริมาณ โดยการวิเคราะห์โมเดลโปรแกรมจะวิเคราะห์การถดถอย (Regression Analysis) 
ระหว่างตัวแปรและปัจจยั และระหว่างปัจจัยต่อปัจจัยพร้อมกันคร้ังเดียวในโมเดลตามกรอบ
แนวความคิดการวิจยัของผูว้ิจยั การวิเคราะห์ SEM พฒันาโดยคาร์ล จี โจเรสคอก (Karl G. Joreskog) 
ใน ค.ศ. 1960 (นงลกัษณ์ วิรัชชัย, 2548: 9) และ SEM เป็นการพฒันามาจากการวิเคราะห์ถดถอย 
(Multiple Regression: MR) และพฒันามาจากการวิเคราะห์เส้นทาง (Path Analysis: PA) ท าให้
การวิเคราะห์ SEM ง่ายข้ึน ถึงแม ้SEM จะมีตวัแปรตามได้มากกว่า 1 เหมือนการวิเคราะห์
ความแปรปรวนพหุคุณ (Multivariate Analysis of Variance: MANOVA) ก็ตาม ในการวิเคราะห์ SEM 
จะวิเคราะห์ทุกตวัแปรพร้อมกนัคราวเดียว (Simultaneous Analysis) ของโมเดลในทุกมิติ ซ่ึงจะท าให้
ค่าความคลาดเคล่ือนในการวิเคราะห์ลดลง การวิเคราะห์ลกัษณะดงักล่าวจะใชเ้ทคนิคการวิเคราะห์
ดว้ย AMOS (Analysis of Moment Structure) ในการวิเคราะห์ SEM ซ่ึงผูว้ิเคราะห์จะจดัการกบัค่า
คลาดเคล่ือน (Error) ไดง่้าย โดยการปรับโมเดลและการเช่ือมโยงความสัมพนัธ์ระหวา่งค่า Error Term 
ในโมเดลต่างเมทริกซ์ได ้โดยพิจารณาจากค่า M.I. ท่ีสูงท่ีสุด แต่ละคู่ของ e หรือดูท่ี Par Change ท่ีมี

ค่าสูงสุด ทั้งน้ีบางคร้ังคู่ e มีค่า M.I. สูงสุด แต่การเปล่ียนแปลงของ 2 มีค่าต ่า โปรแกรมจะไม่ยอม
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ใหป้รับ จึงตอ้งพิจารณาดูและปรับท่ี Par Change สูงสุด และเม่ือมีการปรับโมเดลและวิเคราะห์ใหม่
รอบต่อไป จะไม่คงผลลพัธ์ (Out Put) การวิเคราะห์รอบก่อนเอาไว ้ซ่ึงจะไม่ท าให้สับสน นอกจากน้ี
โมเดลการวิเคราะห์ยงัสามารถปรับ เคล่ือนยา้ย หรือปรับเล็กใหญ่ได ้ทั้งกรอบตวัแปรและตวัหนงัสือ 
ช่ือตวัแปรหรือค่าพารามิเตอร์ต่าง ๆ ได ้

 

1.1  ความเข้าใจเบือ้งต้นในโมเดลสมการโครงสร้าง 
1.1.1 ก าหนดโครงสร้างของโมเดล (Model Specification) 

 โครงสร้างของโมเดลเป็นการสร้างข้ึนโดยผูว้ิจยั (Generated Model by Researcher) 
ท่ีไดจ้ากการศึกษาทฤษฎี แนวคิดของนกัวิชาการ ตลอดจนงานวิจยัต่าง ๆ และน ามาสร้างเป็นโมเดล
ของชุดความสัมพนัธ์อย่างต่อเน่ืองของตวัแปรแฝง เพื่อให้เกิดความเขา้ใจในสถานการณ์หรือส่ิงท่ี
ผูว้จิยัศึกษา (สุวมิล ติรกานนัท,์ 2553: 209) โครงสร้างของโมเดลจะประกอบดว้ยโมเดลยอ่ยได ้2 โมเดล 
คือ 

 1) โมเดลการวัด (Measurement Model) เป็นโมเดลท่ีระบุความสัมพนัธ์เชิงเส้น
ระหวา่งตวัแปรแฝง (Latent Variable) กบัตวัแปรสังเกตได ้(Observed Variable) ใน Amos ตวัแปร
สังเกตไดเ้ราจะเรียกวา่ Manifest ซ่ึงแปลวา่สังเกตไดห้รือรายการส าแดงหรือแสดงให้เห็น ท าหนา้ท่ี
เป็นตวัช้ีวดั (Indicator) ของตวัแปรแฝง ซ่ึงตวัแปรแฝงก็คือ ตวัแปรท่ีไม่สามารถวดัค่าออกมาได ้
โดยตรง ทั้งน้ีเพราะตวัแปรแฝงเป็นตวัแปรท่ีไม่มีอยูจ่ริง โมเดลการวดั มีดว้ยกนั 2  ชนิด ไดแ้ก่  

1.1) โมเดลการวดัส าหรับตวัแปรแฝงภายนอก หรือโมเดลการวดัส าหรับตวัแปร
อิสระ หรือโมเดลองคป์ระกอบของตวัแปรแฝงภายนอกกบัตวัแปรสังเกตไดห้รือ ดงัน้ี 

 
 
 

 
ภาพที ่1.1 โมเดลการวดัตวัแปรแฝงภายนอก 

1.2) โมเดลการวดัส าหรับตวัแปรแฝงภายใน หรือโมเดลการวดัส าหรับตวัแปรตาม
เป็นโมเดลองคป์ระกอบของตวัแปรแฝงภายในกบัตวัแปรสังเกตไดห้รือลการ ดงัน้ี 

x 

y 

x2 

x1 

x3 

e1 

e2 

e3 

LX 

 ตวัแปรแฝงภายนอก 

 

ตวัแปรสงัเกตได ้
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ภาพที ่1.2 โมเดลการวดัตวัแปรแฝงภายใน 

ขั้นตอนการวิเคราะห์ในโมเดลการวดักระท าคลา้ยกบัการวิเคราะห์องค์ประกอบ
เชิงยืนยนั (Confirmatory Factor Analysis: CFA) การวิเคราะห์จะเร่ิมตน้จากการวิเคราะห์องค์ประกอบ
ของชุดตวัแปรท่ีสังเกตไดข้องแต่ละตวัแปรแฝงเท่านั้น ส่วนในการวิเคราะห์องคป์ระกอบ (Factor 
Analysis) ตวัแปรท่ีสังเกตไดทุ้กตวัจะมีน ้าหนกัองคป์ระกอบ (Factor Loading) ในทุกองคป์ระกอบ  

2) โมเดลโครงสร้าง (Structural Model) เป็นโมเดลท่ีระบุความสัมพนัธ์ระหวา่ง
ตวัแปรแฝงท่ีเป็นตวัแปรอิสระ (Exogenous Variable) กบัตวัแปรแฝงท่ีเป็นตวัแปรตาม (Endogenous 
Variable) ในเอโมสจะเรียกตวัแปร Exogenous Variables และตวัแปร Endogenous Variables วา่ Latent 
Variables ท าหน้าท่ีเป็นทั้งตวัแปรแฝงภายในและตวัแปรแฝงภายนอก การก าหนดโมเดลโครงสร้าง
จะตอ้งก าหนดจากทฤษฎีท่ีหนกัแน่น ทั้งน้ีเพราะการวิเคราะห์โมเดล SEM เป็นการวิเคราะห์ท่ียืนยนั
ว่าความสัมพนัธ์ระหว่างตวัแปรอิสระกบัตวัแปรตามหรือขอ้มูลเชิงประจกัษ์จะสอดคลอ้งกบั
โมเดลท่ีสร้างข้ึนหรือไม่ จากภาพท่ี 1.3 โมเดลโครงสร้างขา้งล่างคือ โมเดลท่ีระบุความสัมพนัธ์ 
ระหวา่ง Exogenous Variable กบั Exogenous Variable ส่วน Exogenous Variable กบั Exogenous 
Variable และ Exogenous กบั Endogenous ไม่มีเส้นความสัมพนัธ์ แต่จะมีเส้นอิทธิพลต่อกนัแทน
เส้นอิทธิพลจะมีลกัษณะลูกศรหวัเดียว ลูกศร หวัเขา้หาตวัแปรแสดงถึงตวัแปรท่ีไดรั้บอิทธิพล ดงัน้ี 

 

 
 
 
 

ภาพที ่1.3 โมเดลโครงสร้าง 
 

y2 

y1 

y3 
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e2 

e3 

LY 

 

 ตวัแปรแฝงภายใน 

 

ตวัแปรสงัเกตได ้

 

Endogenous variable Endogenous variable 

Exogenous variable 

Exogenous variable เส้นความสมัพนัธ์
จะมีลกัษณะโคง้
และมีลูกศรี 2 หวั 
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โมเดลสมการโครงสร้าง (SEM) เป็นโมเดลท่ีประกอบดว้ยโมเดลการวดั (Measurement 
Model) และโมเดลโครงสร้าง (Structure Model) พร้อมกนัในคราวเดียว  

1.1.2 ลกัษณะของเส้นบนโมเดล 
 ลกัษณะของเส้นบนโมเดลสมการโครงสร้างของตวัแปรสังเกตได ้(Observed Variable) 

กบัตวัแปรแฝง (Latent Variable) จะมีลกัษณะ ดงัน้ี 
 (1) รูปแบบหวัลูกศรจากชุดตวัแปรสังเกตไดเ้ขา้หาตวัแปรแฝง  
 
 

 

 
 

 
ภาพที ่1.4 ลกัษณะของ Formative  Model 

 

รูปแบบลกัษณะน้ีหัวลูกศรจากชุดตวัแปรสังเกตไดจ้ะพุ่งเขา้หาตวัแปรแฝง ลกัษณะ
แบบน้ีเป็นแบบ Formative Model  

(2) รูปแบบหวัลูกศรพุ่งเขา้หาตวัแปรสังเกตไดล้กัษณะเช่นน้ีเป็นรูปแบบ Reflective 
Model ดงัน้ี 

 
 
 
 

 
ภาพที ่1.5 ลกัษณะของโมเดลแบบ Reflective Model 

 

 
 

Observed Variables 

x1 

x2 

x3 

 ค่าสมัประสิทธ์ิถดถอยท่ีเป็นค่ามาตรฐาน (Standardized Regression Weight) 

Latent Variables 

e1 

e2 

e3 
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x1 
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1.2 ขั้นตอนการวเิคราะห์ SEM  
การวเิคราะห์ SEM มีขั้นตอนส าคญั 5 ขั้นตอน ดงัน้ี (Schumacker and Lomax, 2010: 43-45)  
 

ขั้นตอนของการวเิคราะห์ SEM มี  5  ขั้นตอน 
 
 
 
 
 
 
 
 
 

 
ภาพที ่ 1.6  ขั้นตอนการวิเคราะห์ SEM  

 
ภาพท่ี  1.6  รายละเอียดของแต่ละขั้นตอนมีดงัน้ี 
1) ขั้นตอนการก าหนดโมเดล หรือการก าหนดโครงสร้างโมเดล (Model Specification) 
 ขั้นตอนน้ีเป็นขั้นตอนการสร้างโมเดลด้วยผูว้ิจยัเอง (Generated Model by 

Researcher) จากการศึกษาทฤษฎี แนวคิดและงานวจิยัท่ีเก่ียวขอ้งอยา่งละเอียดชดัเจนและหนกัแน่น 
แล้วน าแนวคิดทฤษฎีที่คน้พบนั้นมาวาดเป็นโมเดลการวิจยัของผูว้ิจยั  โมเดลวิจยัหรือโมเดล
เชิงทฤษฎี (Hypothesis Model) ท่ีประกอบดว้ยตวัแปรแฝง และตวัแปรสังเกตไดท่ี้เป็นโมเดลการวดั 
(Measurement Model) หรืออาจมีเฉพาะตวัแปรแฝงในโมเดลโครงสร้าง (Structural Model) 
ซ่ึงในโมเดลลกัษณะน้ีผูว้ิเคราะห์ไปก าหนดตวัแปรสังเกตไดที้หลงั เม่ือวิเคราะห์ EFA ในการวิเคราะห์
องคป์ระกอบเรียบร้อยแลว้ 

 ในการก าหนดตวัแปรสังเกตไดใ้นชุดตวัแปรแฝง ควรก าหนดให้มีตั้งแต่ 2 ตวัแปร
ข้ึนไป แต่จะดีข้ึนเม่ือก าหนด 3 ตวัแปร และดีท่ีสุดเม่ือก าหนด 4 ตวัแปรข้ึนไป ทั้งน้ีจะช่วยเพิ่ม

1.  การก าหนดโมเดล หรือการก าหนด
โครงสร้างโมเดล (Model Specification) 

2.  การระบุความเป็นไปไดค้่าเดียวของโมเดล 
(Model Identification) 

 
3.  การประมาณค่าพารามิเตอร์ของโมเดล 
(Parameter Estimation of the Model) 

4.  การตรวจสอบความสอดคลอ้งของโมเดล 
(Measures of the Model Fit) 

 

5.  การปรับโมเดล 
(Model Modification) 
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ความแม่นย  าและเสถียรภาพของโมเดล ซ่ึงก็คือจะช่วยให้การวิเคราะห์องค์ประกอบเชิงยืนยนั 
(Confirmatory Factor Analysis) มีความแม่นย  าและมีความน่าเช่ือถือสูงข้ึน (Anderson & Rubin, 1956; 
Bollen, 1989) ส่วน Boomsma (1985) แนะน าวา่ไม่ควรต ่ากวา่ 3 ตวัแปรสังเกตต่อตวัแปรแฝง ทั้งน้ี
หากก าหนด 2 ตวัแปร โมเดลอาจมีโอกาสเป็น Under Identification และอธิบายตวัแปรแฝงได้
ไม่ครบสมบูรณ์ ซ่ึงจะท าใหเ้กิดความคลาดเคล่ือนในตวัแปรแฝงได ้

2) ข้ันตอนการระบุความเป็นไปได้ค่าเดียวของโมเดล (Model Identification) 
 การระบุความเป็นไปไดค้่าเดียวของโมเดลการวิเคราะห์ หรือกล่าวอีกนยัหน่ึงว่า

การค านวณ จะเร่ิมตน้ค านวณจากเมทริกซ์ความแปรปรวน (Variance) และความแปรปรวนร่วม 
(Covariance) ในการค านวณส่ิงท่ีผูว้ิเคราะห์ตอ้งการก็คือ ค่าพารามิเตอร์ท่ีมีค่าเดียวของโมเดล 
(Model Identification) โดยวิเคราะห์เพื่อการก าหนดค่าพารามิเตอร์ท่ียงัไม่ทราบค่าในโมเดลการวิจยั 
(ยทุธ ไกยวรรณ์, 2555: 122) แต่การวเิคราะห์โปรแกรมจะวิเคราะห์เม่ือค่าท่ีจะเกิดข้ึนจากการวิเคราะห์
ตอ้งมีค าตอบเดียวหรือมีค่าเดียวเท่านั้น หากมีค าตอบท่ีคาดวา่จะเป็นไปไดห้ลายค าตอบโปรแกรม
จะไม่วเิคราะห์ 

 เพื่อให้เกิดความเข้าใจเร่ืองการระบุความเป็นไปได้ค่าเดียว ผูเ้ขียนเสนอแนวทาง
อธิบายเทียบเคียงกนั ดงัน้ี 

 ถา้สมการหน่ึงเป็นดงัน้ี  20  =  a  +  b(y) 
 ถา้ก าหนดให ้y มีค่าเท่ากบั 4 ค าตอบท่ีไดท่ี้เป็นค่าของ a และ b มีหลายค าตอบ เช่น 
 1)  ค  าตอบแรกท่ีเป็นไปได ้ a  = 8  และ  b  =  3 
 2)  ค  าตอบท่ีสองท่ีเป็นไปได ้ a  = 4  และ  b  =  4 
 3)  ค  าตอบท่ีสามท่ีเป็นไปได ้ a  = 28  และ  b  =  -2 
 จากกรณีสมการตวัอยา่ง ถา้ก าหนดค่าใดค่าหน่ึงให้กบั y การหาค าตอบ a และ b 

จะมีหลายค่า แต่ถา้มีการก าหนดค่า a เฉพาะเจาะจงลงไปเป็น 2 เท่าของ b จะท าให้การแกส้มการ
เพื่อหาค่า b ไดเ้พียงค่าเดียวหรือค าตอบเดียวเท่านั้น ดงัน้ี 

   20  =  a  +  b(y) 
 เม่ือ ก าหนดให ้a เป็น 2 เท่าของ b 
   เช่น  a  ก าหนดใหเ้ป็น  4  ซ่ึง  2  เท่าของ  b  ดงันั้น  b  จะมีค่าเป็น  2  จะได ้

20 = 4 + 2(8) หรือก าหนดให ้a มีค่าเท่ากบั b เม่ือ a เป็น 4 และ b ก็เป็น 4, b ก็เป็น 4, สมการท่ีไดคื้อ 
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20 = 4 + 4(4) ในการวิเคราะห์โมเดลสมการโครงสร้าง (SEM) ส่ิงท่ีนกัวิจยัตอ้งการก็คือ ค่าพารามิเตอร์
ท่ีมีค่าเดียวในโครงสร้างโมเดลท่ีสร้างข้ึน เพื่อแกส้มการทั้งหมดในคราวเดียวกนั ซ่ึงการวิเคราะห์
จะตอ้งใชข้อ้มูลมากพอ Lindeman, Merenda and Gold (1980: 163) แนะน าง่าย ๆ วา่ขอ้มูลท่ีรวบรวม
มาวิเคราะห์ควรมี 20 เท่าของตวัแปรสังเกตได้ (Observed Variable) ทั้ งน้ีถ้าใช้น้อยจะท าให้
ค่าพารามิเตอร์ท่ีประมาณไม่ถูกตอ้ง ดงันั้นจึงกล่าวไดว้า่ การระบุความเป็นไปไดค้่าเดียวของโมเดล 
(Model Identification) จึงเป็นการตรวจสอบว่ามีขอ้มูลมากพอ ท่ีจะวิเคราะห์เพื่อการประมาณ
พารามิเตอร์ของโมเดลให้ถูกตอ้ง และมีค่าเดียวหรือมีค าตอบเดียวไดห้รือไม่ ขอ้มูลท่ีตรวจสอบน้ีคือ  
ค่าความแปรปรวนและความแปรปรวนร่วมของตวัแปรท่ีสังเกตได ้(Manifest Variable) ท่ีอยูใ่นรูป
เมทริกซ์ หรือเรียกอีกอยา่งหน่ึงวา่  เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม หากจ านวน
พารามิเตอร์ท่ีทราบค่า (Number of Known Parameters; S) เม่ือก าหนดให้ K คือ ตวัแปรสังเกตได ้
ตวัแปรทราบค่าหาได้จาก K(K+1)/2 ถ้าพารามิเตอร์ที่ทราบค่ามีน้อยกว่าจ านวนพารามิเตอร์
ท่ีตอ้งการทราบค่า (Number of Parameter Estimation; t) โปรแกรมจะไม่มีการประมาณค่าพารามิเตอร์ 
(Estimate Parameter) ของโมเดล 

 การระบุความเป็นไปไดค้่าเดียวของโมเดลการวดั (Measurement Model Identification) 
มี 3 ลกัษณะ ไดแ้ก่ 

 (1) โมเดลท่ีมีลกัษณะเป็น Under Identification 
 
 
 
 

ภาพที ่ 1.7  โมเดลการวจิยั 
 

 ภาพท่ี 1.7 ลักษณะโมเดลการวิจัยจะพบว่า มีพารามิเตอร์ 2 อย่าง ได้แก่ (1) 
พารามิเตอร์ท่ีทราบค่าแลว้ K(K + 1)/2 หรือโมเมนต ์(Moment) และ (2) พารามิเตอร์ท่ียงัไม่ทราบค่าและ
ตอ้งการประมาณค่า (t) ดงัภาพต่อไปน้ี 

 
 

X1 

X2 

F 
e1 

e2 



8 

 
 
 
 

ภาพที ่ 1.8  เมทริกซ์พารามิเตอร์ของโมเดล 
 

 ภาพท่ี 1.8 พารามิเตอร์ท่ีทราบค่าในโมเดลพิจารณาจากความแปรปรวน (Variance) 
และความแปรปรวนร่วม (Covariance) ดงัตารางต่อไปน้ี 
 
 

ตารางที ่ 1.1  เมทริกซ์ความแปรปรวน (Variance) และความแปรปรวนร่วม (Covariance) 
ตวัแปรสงัเกตได ้ X1 X2  

X1 
2

X 1
S  

21 XXS   

X2    

 
 
ตารางท่ี 1.7 พิจารณาจากภาพ 1.2 จะเห็นวา่พารามิเตอร์ท่ีทราบค่ามี 3 ค่า หรือ 3 โมเมนต์

ได้แก่ ,S2
X1 21 XXS และ 2

X 2
S ท่ีเป็นเมทริกซ์ความแปรปรวน (Variance) จะอยู่ในเส้นแนวทแยง 

(Diagonal) ซ่ึงก็คือ 2

X 1
S และ 2

X 2
S และเมทริกซ์ความแปรปรวนร่วม (Covariance) จะอยู่นอกเส้น  

แนวทแยง (Outside the Diagonal Line) ซ่ึงก็คือ 
21 XXS ส่วนพารามิเตอร์ไม่ทราบค่า (t) มีค่า 4 ค่า 

ไดแ้ก่ e1, e2, 1F และ 2F 
(1) พารามิเตอร์ท่ีทราบค่าค านวณจากสูตร ดงัน้ี 
 S หรือ K(K + 1)/2 = 2(2 + 1)/2 
   = 2(3)/2 
   = 3  โมเมนต ์  
 เม่ือ  K  คือ  ตวัแปรสังเกตได ้(Manifest Variable) 
(2) พารามิเตอร์ท่ีตอ้งการประมาณค่าคือ e1, e2, 1F และ 2F จากโมเดลการวิจยัของ

ภาพท่ี 1.8 จะพบวา่ พารามิเตอร์ท่ีทราบค่านอ้ยกวา่พารามิเตอร์ท่ีตอ้งการประมาณ (S) หรือ K(K + 1)/2 < 

Variance อยูเ่ส้นแนวทแยง 

2

X 2
S
 

ความแปรปรวนของ X2 

e คือ ความคลาดเคล่ือน
ของตวัแปรสังเกตได ้

e1 

e2 

1F 

2F 

X1 

X2 

F 

ความแปรปรวนร่วมของ x1 และ x2 

อยูน่อกเส้นแนวทแยง 



9 

พารามิเตอร์ท่ีตอ้งการประมาณค่า (t) หรือ K(K + 1)/2 < t ลกัษณะโมเดลจะเป็น Under Identification 
(พารามิเตอร์ท่ีทราบค่าน้อยกว่าพารามิเตอร์ที่ไม่ทราบค่า) โปรแกรมจะรายงาน df เป็นลบ (-) 
และไม่มีการประมาณค่าพารามิเตอร์ 

  df = S - t 
หรือ  df = K(K + 1)/2 - t  เม่ือ  t  คือ  จ  านวนพารามิเตอร์ท่ีตอ้งการทราบค่า 
   df = 2(2 + 1)/2 – 4 
   df = 3 - 4 
   df = -1 
นัน่คือ  df <  0  ค่า df จึงมีค่าเป็นลบ (-) โปรแกรมไม่มีการประมาณค่า 
เม่ือโมเดลมีลกัษณะเป็น Under Identification (พารามิเตอร์ท่ีทราบค่านอ้ยกวา่พารามิเตอร์

ท่ีไม่ทราบค่า) โปรแกรมจะไม่ประมาณค่าพารามิเตอร์ (Pedhazur, 1997: 615-616) และโปรแกรม
จะเตือนว่าเป็น Unidentified เพื่อแกไ้ขปัญหาดงักล่าว ศิริชยั กาญจนวาสี, ทวีวฒัน์  ปิตยานนท ์และ
ดิเรก  ศรีสุโข (2551: 99) แนะน าวา่  จะตอ้งก าหนดค่าพารามิเตอร์บางตวับนชุดของตวัแปร Latent 
ใหมี้ค่าคงท่ี 

ภาพท่ี 1.8 ถ้าผูว้ิจ ัยบังคับ (Constraint) ค่าสัมประสิทธ์ิถดถอยท่ีเป็นค่ามาตรฐาน 
(Standardized Regression Weight) หรือ 1 ให้มีค่าเป็น 1.00 โดยปกติทัว่ไปนิยมก าหนดเท่ากบั  1.00  
ดงัภาพต่อไปน้ี 

 
 
 
 
 

ภาพที ่ 1.9  โมเดลบงัคบัใหค้่า 1 ค่าหน่ึงมีค่าเป็น  1.00 
 

ภาพท่ี  1.9  ลกัษณะของโมเดลจะเป็นดงัน้ี 
 K(K+1)/2 = 2(2 + 1)/2 - t  เม่ือ  t  คือ  จ  านวนพารามิเตอร์ท่ีตอ้งการทราบค่า 
  = 6/2 - 3 
  df = 3 - 3 

e1 

e2 

1.00 

2 

X1 

X2 

F1 
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  df = 0 
ภาพท่ี 1.9 การบงัคบัให้ค่าหน่ึงเป็น 1.00 ท าให้โมเดลมีลกัษณะเป็น Just Identification 

ซ่ึง df มีค่าเป็น 0 (Perfect Fit) นัน่คือ จ านวนเมทริกซ์ทราบค่าและจ านวนเมทริกซ์ไม่ทราบค่ามีเท่ากนั 

กรณีเช่นน้ี โปรแกรมจะไม่มีการค านวณค่าไคสแควร์ (
2
) ค่าไคสแควร์หารดว้ยองศาอิสระ (

2
/df) 

และไมมี่การแสดงค่านยัส าคญัทางสถิติ (P) ท่ีใชท้ดสอบโมเดล 
(2) โมเดลท่ีมีลกัษณะ Just Identification 
 
 
 
 

 

ภาพที ่ 1.10  โมเดลท่ีมีลกัษณะเป็น Just Identification 
 

ภาพท่ี 1.10  เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม ดงัน้ี 
 

ตารางที ่1.2 เมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของภาพท่ี 1.5 
ตวัแปรสงัเกตได ้ x1 x2 x3 

x1  
21xxS  

31xxS  

x2 -  
32xxS  

x3 - -  
 

 
ภาพท่ี 1.10 และตารางท่ี 1.2 พารามิเตอร์ท่ีทราบค่า (K(K+1)/2) เท่ากบั 6 ค่า หรือ 6 โมเมนต์

และพารามิเตอร์ที่ไม่ทราบค่า (t) เท่ากบั 6 ค่า หรือพารามิเตอร์ที่ทราบค่าเท่ากบัพารามิเตอร์
ท่ีไม่ทราบค่า จะท าใหโ้มเดลมีลกัษณะเป็น Just Identification และค่า  df  จะมีค่าเป็น 0 โดยท่ีค่า  df  
ค  านวณจาก 

 

2
x1

S  

Variance อยูเ่สน้แนวทแยง 

2

x 3
S
 

2

x 2
S

X
1 

X
2 

X
3 

e1 

e2 

e3 

F1 
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  df = K(K + 1)/2 - t 
   = 3(3 + 1)/2 - 6 
  df = 0 

(3) โมเดลท่ีมีลกัษณะเป็น  Over Identification 
 
 
 

 

 

ภาพที ่ 1.11  โมเดลท่ีเป็น Over Identification 

ภาพท่ี  1.11  เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม ดงัน้ี 

ตารางที ่ 1.3  เมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของภาพท่ี  1.11 

 x1 x2 x3 x4 
x1  

21xxS  
31xxS  

41xxS  

x2 -  
32xxS  

42xxS  

x3 - -  
43xxS  

x4 - - -  
 
 
ภาพท่ี  1.11  และตารางท่ี  1.3  ค่า  df  มีค่าดงัน้ี 
 df = K(K + 1)/2 - t 
  = 4(4 + 1)/2 - 8 
  = 10 - 8 
 df = 2 

2
x1

S
 2

x 2
S
 2

x 3
S
 2

x 4
S

Variance อยูเ่สน้แนวทแยง 

X1 

X2 
F1 

X3 

X4 

e2 

e3 

e4 

e1 
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ในโมเดลการวจิยั ถา้ K(K+1)/2 = จ านวนพารามิเตอร์ท่ีตอ้งการประมาณค่า (t) โมเดล
จะเป็น Just Identification โปรแกรมจะรายงานค่า df เป็นศูนย ์(0) ถือว่าเป็น Perfect Fit ไม่มี

การรายงานค่าไคสแควร์ (2) ไม่มีค่าไคสแควร์หารดว้ยองศาอิสระ (2/df)  และไม่รายงานค่านยัส าคญั
ทางสถิติท่ีใชท้ดสอบ (P-Value)  

แต่ถา้โมเดลการวจิยัเป็น K(K+1)/2 > จ านวนพารามิเตอร์ท่ีตอ้งการประมาณค่า (t) โมเดล
จะเป็น Over Identification โปรแกรมจะรายงานวา่ df เป็นบวก (+) และรายงานค่า SE และ Critical 
Ratio (T-Value) ดงันั้น ในการวิเคราะห์ SEM จะตอ้งบงัคบัให้โมเดลมีลกัษณะเป็น Over Identification 
จึงจะวเิคราะห์ SEM ได ้

3)  ขั้นตอนการประมาณค่าพารามิเตอร์ของโมเดล (Parameter Estimation of the Model)  
 ในขั้นตอนการประมาณค่าพารามิเตอร์ของโมเดล เม่ือโมเดลมีลักษณะเป็น Over 

Identification โปรแกรมจะประมาณค่าพารามิเตอร์ทุกค่าในโมเดล แลว้น าค่าพารามิเตอร์เหล่านั้น
ค านวณเป็นค่าความแปรปรวน (Variance) และค่าความแปรปรวนร่วม (Covariance) ของตวัแปร
สังเกตได ้(Manifest Variables) ในโมเดลแลว้แสดงในรูปเมทริกซ์ท่ีไดจ้ากผลลพัธ์การค านวณดว้ย
คอมพิวเตอร์ เรียกเมทริกซ์น้ีว่า เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม จากการประมาณ
ตามโมเดล (Computed Covariance Matrix: () อ่านว่า Sigma Theta) เมทริกซ์น้ีบางทีเรียกว่า 
เมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของโมเดลที่ผูว้ิจยัสร้างข้ึน ซ่ึงเมทริกซ์น้ี
น าไปลบ (-) ออกจากเมทริกซ์ความแปรปรวนและความแปรปรวนร่วมท่ีไดจ้ากตวัแปรสังเกตได ้
(Manifest Variables) ของกลุ่มตวัอย่างงานวิจยัเรียกเมทริกซ์น้ีว่า เมทริกซ์ความแปรปรวนและ
ความแปรปรวนร่วมของตัวแปรสังเกตได้จากกลุ่มตัวอย่างท่ีเป็นข้อมูลเชิงประจักษ์ (Empirical 
Samples Covariance Matrix: ) ค่าท่ีไดเ้รียกวา่ เมทริกซ์ความแปรปรวนและความแปรปรวนร่วม
ของส่วนที่เหลือ (Residual Covariance Matrix) ทดสอบความสอดคลอ้ง (Conformity) หรือ

ความกลมกลืนกนัของโมเดลด้วยค่า 2 ตามวิธี Likelihood Ratio หรือ Likelihood Ratio 
Chi-Square (CMIN) ถา้  - () = 0 แสดงว่า โมเดลวิจยัที่ผูว้ิจยัวาดมาสอดคลอ้งกบัขอ้มูล
เชิงประจกัษจ์ากกลุ่มตวัอยา่งอยา่งสมบูรณ์ 
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 โดยสมมติฐานท่ีทดสอบ 2- Test  คือ 
   H0 :   =  ()  
   H1 :      ()  
 หรือ H0 : โมเดลท่ีพฒันาข้ึนมาสอดคลอ้งกบัขอ้มูลเชิงประจกัษ ์
   H1 : โมเดลท่ีพฒันาข้ึนมาไม่สอดคลอ้งกบัขอ้มูลเชิงประจกัษ ์
 การประมาณค่าพารามิเตอร์ในโมเดลจากโปรแกรมเอโมส เม่ือโมเดลมีลกัษณะเป็น 

Over Identification โปรแกรมจะน าค่าพารามิเตอร์ทั้งหมดมาค านวณเมทริกซ์ความแปรปรวนและ
ความแปรปรวนร่วมของตวัแปรสังเกตได ้

ตวัอยา่งวธีิการค านวณเมทริกซ์ความแปรปรวนและความแปรปรวนร่วมของโปรแกรม 
ดงัน้ี 

หมายเหต ุ ค่า F หรือค่า Phi () เป็นค่าสมัประสิทธ์ิระหวา่งตวัแปรของโมเดล 
 
ค่าสัมประสิทธ์ิระหว่างตวัแปรสังเกตได้กบัตวัแปรแฝงใน SEM เป็นค่าสัมประสิทธ์ิถดถอย 

(Regression Coefficient) หรือค่าน ้ าหนกัองคป์ระกอบ (Factor Loading) ซ่ึงจะแสดงถึงระดบัความสัมพนัธ์ต่อ
ตวัแปรแฝงของตวัแปรสังเกตได ้หากมีค่าสัมประสิทธ์ิสูงจะบ่งช้ีวา่ตวัแปรสังเกตได ้เป็นตวัแทนหรือสะทอ้น
ตวัแปรแฝงได ้

 

การค านวณความแปรปรวน (Variance) การค านวณความแปรปรวนร่วม (Covariance) 
Var(x1)  =  (11)

2 *  (F)  +  e1 Cov(x1, x2)  =  11 * 21 * Phi 
Var(x2)  =  (21)

2 *  (F)  +  e2 Cov(x2, x3)  =  21 * 31 * Phi 
Var(x3)  =  (31)

2 *  (F)  +  e3 Cov(x1, x3)  =  11 * 31 * Phi 

  

F 

e1 

e2 

e3 

X1 

X2 

X3 

11 

21 

31 

Phi() 

F 

e1 

e2 

e3 

X1 

X2 

X3 

1.00 

0.27 

0.34 

0.81 1.00 

.07 

.12 

.00 

.93 

.88 
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โปรแกรมค านวณค่าพารามิเตอร์ในโมเดล ดงัน้ี 
 

 
 

 

 
 

 

เม่ือ Sample Covariance Matrix () ลบ (-) Computed Covariance Matrix (()) 

หรือน า () ไปลบออจาก () จะได ้ - () ดงัน้ี 
 

 
 

 

 

 

 
 
 
 
 

4) ขั้นตอนการตรวจสอบความสอดคล้องของโมเดล (Measures of the Model Fit) 
 โมเดลที่ผูว้ิจยัพฒันาข้ึนมาตามทฤษฎีหรืองานวิจยันั้นจะสอดคล้องกบัขอ้มูล

ที่รวบรวมมาจากกลุ่มตวัอยา่ง (Samples) หรือไม่นั้น จะตอ้งตรวจสอบความสอดคลอ้งของโมเดล 
ถา้หากมีความสอดคลอ้ง เรียกว่า Model Fit ซ่ึงการตรวจสอบก็คือ การตรวจสอบ  กบั () 

โดยพิจารณาจากดชันีการตรวจสอบซ่ึงมีหลายดชันี ไดแ้ก่ 2, 2/df, P, RMR, RMSEA, GFI, CFI   
 
 

ค  านวณความแปรปรวน (Variance) ดงัน้ี 

Var(x1)  =  (1)
2 *  0.81  +  0.00  =    0.81..   

Var(x2)  =  (0.27)2 *  0.81  +  0.93  =    0.98..   

Var(x3)  =  (0.34)2 *  0.81  +  0.88  =    0.97.. 

 
 

ค านวณความแปรปรวนร่วม (Covariance) ดงัน้ี 

Cov(x1, x2)  =  1 * 0.27 * 0.81  =      0.219 

Cov(x2, x3)  =  0.27 * 0.34 * 0.81  =   0.074 

Cov(x1, x3)  =  1 * 0.34 * 0.81  =    0.275 

 
 

Simple Covariance Matrix : 

0.82 

X1 

X1 

X3 

X2 

X3 

X2 

0.98 

0.99 

0.24 

0.31 0.09 

ลบ (-) 

Variance (Var) Covariance (Cov) 

 - ()  = 

0.01 
0.02 

0.03 

0.00 

0.02 0.02 เมทริกซ์ความแปรปรวนร่วมของ 
ส่วนเหลือ (Residual Covariance Matrix) 

Computed Covariance Matrix :() 

0.81 

X1 

X1 

X3 

X2 

X3 

X2 

0.98 

0.97 

0.22 

0.28 0.74 
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5) การปรับโมเดล (Model Modification) 
 ถ้าหากโมเดลยงัไม่สอดคล้องกับข้อมูลเชิงประจกัษ์ก็ให้ปรับโมเดล ซ่ึงการปรับ

โมเดล การวิเคราะห์ปรับท่ีโมเดล  การปรับท าไดโ้ดยลากเส้นความสัมพนัธ์ระหวา่งตวัแปรตาม
ค าแนะน าของโปรแกรม โดยดูท่ี M.I. (Modification Indices) โดยพิจารณาจากคู่ค่าคลาดเคล่ือน......
ท่ีมีค่าความสัมพนัธ์กนัมากท่ีสุดให้ปรับก่อน โดยปรับทีละคู่ตามค าแนะน าของโปรแกรมจนหมด
ทุกคู่แลว้พิจารณาโมเดล 

 การวิเคราะห์ SEM ค่าท่ีได้เรียกว่า  เมทริกซ์ความแปรปรวนร่วมของส่วนเหลือ 
(Residual Covariance Matrix) -() = Residual Covariance Matrix 

 ขั้นตอนการวเิคราะห์สรุปเป็นกรอบเอาไว ้ดงัน้ี 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
ภาพที ่ 1.12  สรุปขั้นตอนการวเิคราะห์ SEM  

e 

ตอ้งท าให ้

โมเดลเป็น 

 การปรับโมเดล (Model Modification) โมเดล SEM 

 การระบุความเป็นไปไดค้่าเดียว 
(Model Identification) Over Identification 

ความแปรปรวนร่วมของโมเดล 
ท่ีสร้างข้ึน  

(Computed Covariance Matrix) () 
 

ความแปรปรวนร่วมของโมเดล 
จากกลุ่มตวัอยา่ง  

(Sample Covariance Matrix)  
 

แปลความหมายโมเดล (Interpret the model) 

Yes (สอดคลอ้ง) 

No (ไม่สอดคลอ้ง) 
(Inconsistent) 

- 
(ลบ) 

Residual 
Covariance 

Matrix 
= 

ศึกษาจากทฤษฎีหรืองานวิจยัอยา่งหนกัแน่น 
(Study from the theory or firmly research) 

 การประมาณค่าพารามิเตอร์ 
(Parameter Estimation) 

 

พิจารณาจาก 2, 2/df, df, P, 
RMR, RMSEA, GFI, CFI 

 การระบุโมเดล หรือการก าหนดโครงสร้างโมเดล (Model Specification or Generated Model by Researcher) 

จากขอ้มูลเชิงประจกัษ ์ 
(Empirical Data or Samples) 

 การตรวจสอบความสอดคลอ้ง
ของโมเดลตามดชันี(Check Model 

or Model Testing) 
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 5.1) การพิจารณาค่าส่วนเหลือ (Residual)  
  ในการพิจารณาค่าส่วนเหลือ (Residual) หรือบางทีเ รียกว่า  เมทริกซ์ 

ความแปรปรวนร่วมของส่วนเหลือ (Residual Covariance Matrix) ที่ไดจ้าก  - () เมื่อพบวา่ 
ค่าส่วนเหลือ (Residual) ไม่เท่ากบั 0 แสดงว่า โมเดลเกิดความคลาดเคล่ือน หรือโมเดลการวิจยั
ท่ีผูว้จิยัวาดข้ึนมาจากการศึกษาทฤษฎีและงานวิจยัท่ีเก่ียวขอ้ง ไม่ตรงกบัขอ้มูลเชิงประจกัษท่ี์ผูว้ิจยั
เก็บรวบรวมมาจากกลุ่มตวัอยา่ง ซ่ึงการพิจารณาตรวจสอบโมเดลดว้ยวธีิน้ีถือวา่เป็นวธีิท่ีง่ายท่ีสุด 

 5.2) ผลการตรวจสอบโมเดล 
  หาก  - () มีค่าเป็น + แสดงวา่ โมเดลท่ีสร้างข้ึนมาท านายความแปรปรวนร่วม

ไดต้ ่ากวา่ความแปรปรวนร่วมของขอ้มูลเชิงประจกัษ ์และหาก  - () มีค่าเป็น - แสดงวา่ โมเดล
ท่ีสร้างข้ึนมาท านายความแปรปรวนร่วมไดสู้งกวา่ค่าความแปรปรวนร่วมของขอ้มูลเชิงประจกัษ ์

  การพิจารณาค่าส่วนเหลือ (Residual) ใน SEM พิจารณาจากความสอดคลอ้งของ
โมเดลท่ีสร้างข้ึนมากบัโมเดลของกลุ่มตวัอย่างค่าส่วนเหลือท่ีควรมีค่าใกล้เคียง 0 และมีการแจกแจง
แบบปกติ และหากมีค่าคลาดเคล่ือนไปจากน้ีจะพิจารณาจากดชันีความสอดคลอ้งของโมเดลอ่ืน ๆ 
ประกอบ  

 

1.3 ส่วนประกอบของ SEM 
1) โมเดลการวดั (Measurement Model) 
 เป็นการระบุความสัมพนัธ์ระหว่างตวัแปรสังเกตได ้(Observed Variables) กบัตวัแปรแฝง 

(Latent Variable) 
2) โมเดลโครงสร้าง (Structural Model) 
 เป็นการระบุความสัมพนัธ์ระหวา่งตวัแปรท่ีท าหนา้ท่ีเป็นตวัแปรแฝงท่ีเป็นตวัแปรอิสระ 

(Exogenous Variables) กบัตวัแปรแฝงท่ีเป็นตวัแปรตาม (Endogenous Variables)  
3)  ดชันีการตรวจสอบโมเดล (Measurement of Model Fit) 
 เป็นการตรวจสอบความสอดคลอ้งของโมเดล โดยพิจารณาจากค่าดชันีต่าง ๆ ไดแ้ก่ 

2, 2/df, P, RMR, RMSEA  
 
 


