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1.1 A2WNUNBIA:USIINNYBVNISISBUSIBVEAN

(v

ANNVINEULRZUITIMTRINSISBUI I BIRNARAvil

1.1.1 ADWNUIYYBVNISISEUSIBAN

M35138U31 898N (Deep Learning : DL) LﬂuwﬁﬂumﬂﬁﬂmmmiL%ﬂuimmm%"a\a
(Machine Learning : ML) auldinafinlasvanlseamifisndedn (Deep Neural
Network : DNN) sfwiumaseuiuvudalud@ lesdsunuunisihviuseslaseiie
Uszamluanasuyst] (Neurons) Svdanasfis (Algorithm) azasuuuinassiiszney
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fevhsUszanananialnun (Node) s1uausnn Mhmsmuwnlunaneduuasusas
wihelsznanaluldazdusshouhntuiieayssandamlumsduvngyuuoiivann
waneuastutau ﬁfmﬁy’\mamwaa"wﬁﬁgnﬁa\a (Simon, 2023) lasvtneUssamiipnd
ﬁnym:m'ﬁv‘h\a’muﬁ\aaanLa‘flu%y’uﬁmq ABanh wwed (Layer) l@un duthidh (Input

Layer) Fugou (Hidden Layer) LATTULNAIHARNE (Output Layer) ﬁGLLNm\ﬂugﬂ‘ﬁ 1.1

Fundn 1 Fundn 2 Fudn 3
Furou 3 FULDU 4 UL 1 UL 2
FULLTANY HULLEANY
WAAWS 1 WRANS 2

;S‘Uﬁ 1.1 featvlasernelssamidisn (Artificial Neural Network) Bgngdng

NNIUN 1.1 fhatvlaTetneUszamiiisn (Artificial Neural Network) Bgnang

o w v

Usznoudne 3 $u Téud duiid (input Layer) Baifluduusniihdeyaidngszun an
Utwhidnsznaudis 3 T Sednnulmualuduiniddusgiuinnuguanuus
(Features) wavdaya 1y doyanaulafifionsidnnu 3 quanusmy Téud suaiui
Fuudasueu uasve seiiudeh i wulnuesesiuidndswou 3 Tueaw
AANHUILYDNTDYA uazavse[Ududugtou (Hidden Layer) Foflusufiaaeiiviwing
wasieya wariinnzidayanniuiig Tassunulvuazssdugeunlsiumaniia
Fudpuneilym @vlndsuulnuafiudusunazmui uasunsaUsuwasuTIuIUY
Tvualsannisiaryscdnsnnweeviuuinany) LARZNTUIEINase (U unadnE
(Output Layer) %mﬂuﬁy’uqﬂﬁw dmsuuanewaawsmulanddaym golusnated
T 2 lrua nandsdudulandiumasemsduundszian (Classification) $117u

2 Tnupazvisnadvmsuuneaaiu 2 aans iy domaule vislidarauls Wudu
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1.1.2 UszinnmsiSgugigoan

madeudieinivansyssimiiuanseiu fustfudnsuziasidnmavosmaisous
Tapvian g udamansautetszumle 3 dszim lud madeujuuufigasu (Supervised
Learning) M33euiuvuififasu (Unsupervised Learning) Lazm3isausuuuLasunuse
(Reinforcement Learning) (Francois, 2021) ﬁGLLﬂﬂﬂugﬂﬁ 1.2

mM3leusuuuiigaau (Supervised Learning)

1

mMaFsuiBein maeuiuuuNfigaou (Unsupervised Learning)

miﬁﬂui’unmﬂ%mm (Reinforcement Learning)

UM 1.2 YszmmaiFeuiidedn

1. m3Feujuvuiigaau (Supervised Learning) Folasetneiszannifivaasy
Beudnndayaiifimsfiaihe (Labeled Data) iiavinevdesuundsziom laesanasiia
Aldsuanufion 1w ms%’uiummzoﬁ’uﬁu’u (Multi-Layer Perceptron : MLP) la921e
Uszamifisumpuligdiu (Convolutional Neural Network : CNN) w3nlasvanei/szam
\Wienug (Recurrent Neural Network : RNN) %@gnﬁﬂﬂﬂizqnmﬁmuﬁhm S

mMsanawluneh (Face Recognition) wazn1suiani1sn (Language Translation)

2. miﬁﬂuitmnlﬁﬂéaau (Unsupervised Learning) Selassthadssanmiiius
zmnanudiiusviaguuuludoyaibiimsfnihe (Unlabeled Data) Tnsdana3iiu
flesuanuiion wu ssladuldnians (Autoencoders) latuBLIAin waaArasTSoa
Win35n (Generative Adversarial Network : GAN) w3aigan-aasunlugauny (Self-
Organizing Maps : SOM) Svgmhluyszyndldnusing g wu nsdanga (Clustering)

LAZNIIATINTUANNAAUNA (Anomaly Detection)

3. msﬁuuitmmﬂ%mtia (Reinforcement Learning) ¢#Qunu (Agent)
vhmsFeusfiazdnaulalaamsifinneiagegn (Maximizing Rewards) lnpdana3fi
flgsuanuion @y AUALEnISn (Deep Q Network : DQN) #iU Amesfifiadin
Wad n3ufipud (Deep Deterministic Policy Gradient : DDPG) v3awsanduaa
Twad Sevdluiedu (Proximal Policy Optimization : PPO) @egnilule Tususine

12U YiuBUA (Robotics) UazNILEUINN (Game Playing)
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1.2 A WAUUSS:ndNIsISEuguavIASava:N1ISISEUSIEOAN

Nniinananmsidsudidednidusvmiseeesnsiiouiansiaias (Machine
Learning) BevhwihiiUszananadoyafidlaseaindudounaessiu 1wy mssnides
mMajamw mMaznidfle madenzidaanu Wiamsudamsn wann1ITeImMIEuug
\dednde malédayadunnniiosivanudiniussevinedoya miudunasnen
INT NS NN MINAGIAFERS AR LAz wilpedaya (Data Mining)
V‘T’\‘l’luﬁ'}umsaﬁ’miaga (Data Extraction) M3AUWUIU Lmuﬁ*’ﬁ'auagj (Discovering Hidden
Patterns) LazMIILATNZHALENNUNY (Predictive Analytics) Lﬁﬂﬁﬂﬁl,ﬁﬂﬂ’]il,%ﬂuifﬁ’lﬂ
auLpefifianugnapvuazitszandnm Serdeiunsvihausesszuulszanmiidudou

PovaNEINYBE Avuaaslugun 1.3

Hyansehng (Artificial Intelligence)

M33uuireviAIoy
(Machine Learning)

msi3eudidedn
(Deep Learning)

JUN 1.3 anaduiusssnivmaBeuizoaniasuazmaeuiidedn

mﬂgﬂ‘ﬁ' 1.3 wamANNaNRuSIznIvtlyaUIsing (Artificial Intelligence : Al)
mm’%aui’mmm’%m (Machine Learning : ML) Lazm3st3euii@ean (Deep Learning : DL)
Tnolyanuszasgminufsanuasnsasasiniasinsionouiaimes lumsidouuuy
woAnssnLazANNEIsaniyansesNysd 1wy MIdafula MINvuRY way
msuilatian Tos Al asauagamnnaluladivihldeesiamasaansavihsuldniou
ayud aelu Al UsznaudnanmsiGeudseeieios deiduaemideees Al figsiiu
mmmmﬁnma\mauﬁamaﬂumm’%auﬁmnmﬁaga (Data Sets) SMUIUNIN Foiian

AnauliiSeudsUuundeyauashunenasns loudnlul® (3guwnd, 2566)

shusunsSeudiBeinbusmdessosmaBeuivovaseeiiimavheuludnsous

wWeniu laslduwdalunsesdduuudeyafiSeudinuainey Mniudsamnsnssy
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suuvudoyald yaisusAyzesmsspuiiBeinfemarumauansuzaAty (Feature)
gavdoyald laudnlui@ lususiinsSouivoiaiovezionianzauanyusdn
(Feature Selection) #umuley FefipensmIuszinanaiiiuiiin uananinmsiFeus
Beanssld Tasetnedseannidion (Artificial Neural Network : ANN) fifluanesssiusu
semiwdayaiinuazdoyasan viafi3uniduseu (Hidden Layer) nansdu o

@

UszAndnmlunsissananafidudounazldnaawifdanugnsos

1.3 NS:UUNISHIVIUYBVNISISHUSIBVAN

nszumMahueasmsBsuiideanidumahdeyadh wu suam 3dle wie
Indidos Whgmsaeunudassmsiouiideindelszneusiy 2 drunanldun
mil,ﬁanﬂma”me}mx (Feature Selection) tazn1sLuUnNUszLnn (Classification) LLag
MIuanKadnG FouanslugUil 1.4

" . . sneud
madenamdnsur  MITuunUIEan

Tailsoeud

= o o v e
IUN 1.4 nszuoumainviuasmIteuiLiean
inLL/aveIn : https://builtin.com/machine-learning/deep—-learning

NNFUT 1.4 nszvumahauresmieudidedn ndehaiothddoyalwd
mwsasud nntiuezidrgnmeshsuuuhassmsdouiideanisiumsainudnuus
wazmsdauszimludunauFoiuuaziifunmsuuusaludi@ deliduiusoesiiiiums
vhirnssuAudnuue (Feature Engineering) sneayus Tnsdupaslassinedszam
WisnaziFuuiadudurosnudnuuzies 1wy Funsni3uuieey (Edges) uazd dunans
13331319 (Shapes) Uazguuuy (Patterns) uazdugavneFouianuusiidudou 1w
Tnwmihso viSedasa wazmsvhuewa (Prediction) IA8LUUINABNILININSIRUIZLAN

(Classification) laamse waclinadwiindu “sosud” via “luldsasud” Hudu

nanen aziuldinszvumaihnuresmadeuiiBeinianuuansieen
nszumMsuLesmsiSsuiaesiasesiiosmsmsidenquansuslauuywdiou
nnfudahludetssinmdsuoudasy Fensziumavivusesnsifeudidednag
BFoufaudnuuziesnndoyadn Tasldlasstretszamifisnuuoansdunazi

MUz iFasnvisugINInTu
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1.4 AO981VdaNOSAUNISISHUSIBOEN

dlamludszifutizeundetdane3fingesnmsieuiideind [dsuanuinuas

D¢

gnihldszand ldenulususine g sunusnn neaziBoadil

1. mi%'uiﬁa'lﬂizﬁué'u (Multi-Layer Perceptron : MLP) (fusana3fiud
YsznavlUdemanedu (Layers) @vilsznaudne 3 shumvan laun Furiudn (Input Layer)
Futou (Hidden Layer) iag Funasng (Output Layer) Tmﬂﬁﬁmga%gnd\mhumn
FuniislUeBndumile Taaluusazduasiimsls W Aidunsdiu (Activation Function) a5y
Anwadnsaufiazaelududaly fethahliuszandlFeuduse 4 15u maduun
ﬁagam‘w (Image Classification) NNSILUNTDAIN (Text Classification) N5V
1A% (Stock Price Prediction) nM3vunes1A1tinu (House Price Prediction)
N13M3293UN13881ny (Fraud Detection) w%aﬂ"ﬁﬁaﬁﬁﬁz\?"\nﬁm (Voice Command

Recognition)

2. Tasvdnsszamifisunauliadu (Convolutional Neural Network :
CNN) fudansifinfieanuuuaniieysznanadayafidlaseassidunia’ foeins
ihludszyndldnususine g gy mMsduunnw (Image Classification) N1393399U
700 (Object Detection) miiﬁﬂuwﬁ’l (Face Recognition) M3Useananalfle (Video
Processing) MInmusnauddnlud® (Autonomous Vehicles) #3ans3tATEMid

(Audio Analysis)

3. Tasegneyseamiiisaiusn (Recurrent Neural Network : RNN) iy
Sano3fuiignoanuuusiieansgluuuludoyasey (Sequence Data) iy foya
auNIuIaN (Time Series) W3aMB5530NA (Natural Language) Toeianusdau
(Hidden State) flansdayannduwanaunile waddosinlunsiiouiszazen
GT’JaEmﬁﬂﬂﬁizqnﬁ‘lﬁmuﬁmﬁi'\\a67 U MIuLams (Machine Translation) M55
JuR9WA (Speech Recognition) M3ajUdaANN (Text Summarization) n15¥NNe
@YU (Stock Price Prediction) majsnisilevisafianssnlunn (Video and Activity

Recognition) #38M3331&89 (Audio Recognition)

4. BUBAMNINTSHSHULUVUYI? (Long Short-Term Memory : LSTM)
Hudanesfindssinmivoavlasvinayssamifiaiusie RNN fiosnuuuuiioud

Masvatafiunsa (Grid Structure) Wiy JULUUMITRSBToyaNdumswEewn3ng (Matrix) Feduad
(Rows) Wazmpaniyl (Columns)
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i’Jzymm‘sﬁW"agmzﬂ::ma (Long-Term Dependency Problem) Imamm:ﬁ'vmuﬁﬁa\‘i
anddeyaludduiiony 1wy msFnLduswe (Speech Recognition) #3pmswennsal
BUNINLIAT (Time Series Prediction) V?haEmﬁﬂﬂﬂixqﬂﬁiﬁmuﬁmﬁm 7 13U MIuda
M (Machine Translation) n1333L&eMWA (Speech Recognition) M3asUdaAu
(Text Summarization) M3¥UIB5IAYU (Stock Price Prediction) WaMI31IA lanse

Aanssulunw (Video and Activity Recognition)

5. palaLdulAnLnas (Autoencoders) duwuuhassdszimmsFeuuuulis
Haauil#isnsiusauazifudoys Taosuuinmsdhsisdeyaiiusumisidfinni
(Latent Space) uaznaasianaua i IndiAesiuduaiy ssevihlUszandldousu
NN 7 LU MIARRRA (Dimensionality Reduction) m3fiudadaya (Data Compression)
NNINTIVANNANAUNFA (Anomaly Detection) mm%wﬁagaimi (Data Generation)

#IpN13LULU1 (Recommendation Systems)

6. LaLuaLsiin LaaasBSua Windsn (Generative Adversarial Network :
GAN) [Judanasfinndsznause 2 lasethedssamiiisandinmswdeiuiu Ineysenay
sagaiedayalany (Generator) wazgusnuurdayasadeiulasy (Discriminator)

(Sudharsan Ravichandiran, 2019)
Ydviudasn warduonuszdoyassvivdassesimundiesiiusnuosdoyalaudug

aSvdayatasnaznenenuviaangienue iy

NNENEIL ﬁ“f’mEmﬁﬂﬂﬂizqnﬁ‘lﬁmuﬁmﬁm~7 LU N385 19N (Image Generation)
M5USULENAW (Image Editing and Enhancement) M3a3193ale (Video Generation)
MIa3 i Lazaum3 (Sound and Music Generation) NM3a3vdlasATsanwlurti

(Face Generation) #3an1383998ANN (Text Generation)

7.n57unWas1u85 (Transformer) Hulasvairoiugiuzevuuuiiany
MIUILNIaNaNI¥N5TINTA (Natural Language Processing : NLP) 13U LBATNT
(ChatGPT) Tneld Seli-Attention Mechanism Lilp3iaszsianuduwusvaynaly
Useloalawdaniu wazUsznianadayalangvouiu (Parallelization) fagnvinly
ﬂizqnﬁiﬁaﬁuoﬁ'ﬂuﬁiﬁeﬁ 12U MIUUANI (Machine Translation) M3IagUdaANN (Text
Summarization) M3vANNLENlaANMNNE (Question Answering) M3a39TBAMNN
(Text Generation) MIFSNMWINTDANN (Text—to—Image Generation) #3aN1IFIN
Ffloantamny (Text—to-Video)

NuaziBuaranmavhviiuasfethemadssyndldnuesusasdanaiiinaznan

fvluuneialy
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1.5 1nSeviiadnsunisiSaugiBoan

wnsavdadmiumsiFoudideanilslumsiann Anaou waznasauLULTIaDY
swsumsusznanadeyavunamaiifianududou wu deyanw 1Juy viadennu
TuiidlvesndotiaioviiodmsunisiFoudidednildsuaudionn 6 et
(nauLiesk, 2565) NuazBoacarn U

'
P Y

1. muzaslwad (TensorFlow) Wuiesesiiawaulasgia (Google) uaz
WunilvlulavsdmsSeudidednifianunivageiign danudanguuazainsnseeiu
m3Uszananane CPU, GPU uaz TPU

2. Twnads (PyTorch) Wannlas Facebook Al Research (FAIR) iiuia3aviie
fildsuaudenlusmaAdsuazmainunuuuiassnsouiidedn asaniiau
Bomeugeuazmanzandmiummaasslu g 1wy msmumannifenudavtuge
(Dynamic Computation Graph) tazIaviumstszanawanitWn (GPU Acceleration)

fnSuNsRnaEauLULINaavNSITU

3. 1ARSH (Keras) [{ulausifldnuieuazfuiifonsvsumsadvuuusiany
m3Beudidedn lewldmunasinad (TensorFlow) Hhufugu (ﬁﬂuﬂwﬁ’uﬁ Keras 5%
a@flumumaﬂwm) LAZIONSUNITESNLULIIABINANBUIZIAN 11U TaTvtneyssam
Lﬁﬂmauhg'ﬁ’u (CNN) Tasvaneszam \Weau (RNN) MNBANNITZ I UL
(LSTM) uaziatuasin uwoarassEua ialisn (GAN)

4. W (Caffe) HuaIpuiiaNmunsa nsumsWaRILasRNaEauLUUI 1Ay
mMslsudean Tunufiieadosiunw (Computer Vision) lapawiziinanaisalu
mafinasunuuPaaslimanziunsldnulugmwwndesiidesmasz@nsmwgs lae

LRWNZIDVSUMSEILULINADIAESaNa5iN CNN [6f

5. §nfiv W ns1udwasiued (Hugging Face Transformer) 1a3aviiafiniu
MIUITHIANRANARNNITUITZHIANANMBI5TINTA (Natural Language Processing :
NLP) Tazawiy Sefuuusianedilésumsiinaausnuaisiuiusnn 1wy BERT, GPT,
T5 %389 RoBERTa

6. Talwudd (Open Source Computer Vision Library : OpenCV) fu

Taus3nlddwsunsUssananannnaspaniiaasiviaml (Computer Vision) o

mavnividuidanavainiats wu mansedulundh nmsuening waznisfinms
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1.6 yndoayauINSYILUYOVNISISHUSIBOEN
gadayanInsgIureImMISaudideaniignih Wldegvunsuanslumsidenas
MIWAINLUDTIRBIAN 9 1EU MITUUAMW Msudanms wazmsdssananaliie

lngluiflveundetwgadoya 5 gadoya duenuaziduasia (Uil

1. MNIST (Modified National Institute of Standards and Technology)
Lﬁu&;mﬁa;&amwmmﬂ 28 x 28 fniwa (Pixel) Usznaumie 60,000 fadvaInsy
NMIRNEDULLUTEDY (Training) LAy 10,000 FntvaWILNMINAEaULULANaaY (Testing)
wiald lumsiuundayasias 0-9 duanslugud 1.5

3UMN 1.5 fMatwyadeya MNIST

i : https://www.tensorflow.org/datasets/catalog/mnist

2. CIFAR-10 (Canadian Institute For Advanced Research) Lﬂuﬁmﬁaga
MW 32x32 Anea Usenauaiy 10 Aana (Classes) Lo wsaviu (airplane)
08U8 (automobile) Un (bird) X7 (cat) N9 (deer) HaN (dog) Ny (frog) £ (horse)
138 (ship) WAZIAUIINN (truck) Imami@gaﬁﬁﬁznauﬁaﬂmwaﬁmu 60,000 MW (Fy
50,000 MWENWIUNIHNEDULLLLEDY LLaz 10,000 MWEIRSUMINATDU LLULIADNY)
souanslugud 1.6
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3UN 1.6 fethvgadoya CIFAR-10

i : https://www.cs.toronto.edu/~kriz/cifar.html

3. ImageNet Hugadayanmaruiusnndl 14 sunw dedsenaudenn
Fuau 21,000 Aaa Hanuazideageuasld lunmsfingauiuusassmsduunnn &
uaaslugUfi 1.7

UM 1.7 fetwndeys ImageNet
W"ﬁl’) : https://www.image—net.org/update-mar—11-2021.php

4. COCO (Common Objects in Context) Lﬂuﬁmﬁ”agaﬁﬁmwmﬂmﬂ 300,000
mw AfimsAetheiiudeyadelssnaudmisdayanmweing g 1wy au §1iv v3aTa Hudu
Tﬂﬂqﬂ%’mﬂaﬁﬁﬁ\m'ﬁmﬁﬁui’mq (Object Detection) MILLLNATW (Segmentation) LAY

M3UEAYALTTENE (Captioning) feuanslugLi 1.8
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3UN 1.8 fathegadoyn COCO

i https://docs.ultralytics.com/datasets/detect/coco/#sample-images—and-annotations

5. LibriSpeech ugadayadusiildsmiumaididuewn (Speech Recognition)
Uszneusuadlidusnnmisdeismlasinyase ¢ lapgadeyaiilsznoudedusyn
fifimInanAuyszanu 1,000 Falue

1.7 Aoagwmsus:gnAn1SISguSIBuan

lomludosiivadognamsiFeuiidednin 5 faetw [dud sosudininde
8 l1sTR (Autonomous Vehicles) N53iasielsa (Diagnosis) MsUans (Language
Translation) Uﬁﬁ’uﬂ’uﬁ‘izijugwﬁﬁ’umuﬂama% (Human-computer Interaction)

wazaanlng (AlphaGo) sNeazLdamsiadl

1. sopufAdUIARaUSAlUNA (Autonomous Vehicles) iumsadvszuuany
Uasadvaevsnsud uagtustvszuumuauanind ssuuwindnlul® vseszuy
\Woudlesneanusniau SelduanmsiSouiideanlunsueningiiotsausoaudlaiiae
dusnsuddudy sadnsenusud dnse duanalwamas theanas vidsaufuauu
Humsisdoyannisuiseiuazndoviusnnmelusasud uazthanduwniiem
iy AnaSifivenzan wismsswudayannthoifousie g wazaslisasudan
ANLEY WIavea [FRuauLey

2. ms3fladulsn (Diagnosis) Taonsiseuiideangnihaifueiaeialy
msitedelsn wu mededenndoyaduiusediheetaihmiin duge dnmalu
@aavizarlzduluiden Wovnanmguasenmsiiuthe wiemyidadunnamenems
nMsunwng 1y Awiensiss MMaRTENAEBNNIINLATENATIRAALLE AN I

(Magnetic Resonance Imaging : MRI) $#94nM338uslBvanasyssanananwineses
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JihelapwSsuifisuiugudeyanw iedumanuianfotviilssenniansise
wazszysunivrasanuiaUn@niiaduivedeagliunndldnay fervanianlu

madedelsrzesunngd WnaNugnaoy wazuluglunssnnauld

3. mMsulan ¥ (Language Translation) LU Google Translate T&wanns
wugueImMaSeuiiBein 2 Juneu [Fun madenzideyang Idnudlowdn TugUaes
fonys UMW uazliee iWeSsuifisudayangniaudugudayarm Nlvanrans

M wazmsudaiemanavinefivanzanngaa miuAmnfeens

4. ﬂﬁﬁuﬁuﬁszwiwugvﬁﬁhﬂauﬁ?ma% (Human-computer Interac-
tion) Mm33pudBvananansathanld lunsassnsldney wu msldneuiudayady
ldfsaid [Uausnslinaudnludfiote &5 (Sir) a1dnm (Alexa) uasiiauaadaunu
# (Google Assistant) w%amsa%’]\muﬁﬁmmiﬁnvﬂumiLﬁﬂug\‘l @i NI aUUIteNg

Winumaizns Sanedsuiideinaninsamanudenlavznherdedseluainiog

U
Tugudoys uasthfinsdosmshilinaidulsslvaiotdomhiifianumnsasysal

U

5. waawnlng (AlphaGo) et e 2016 AMsutedurmnnaansshiinvisnnaey
usnilansninmaldfuaenfinines@oin ueavhlng (AlphaGo) #lFmasuuiidedn
Tumsiemsilazimiiuing fMeaaaanInsasMIBousBeaninanunasmseann
Iapthvgnsiavuazusiugh viliusanilnzaansnenasuzauwd [§iv 4-1 v Tuilagiu
woarhlnzgniwausevaaidunaanilnzanainas (AphaGo Master) upanilnzdls

v

(AlphaGo Zero) haziaandls (Alphazero) MHANMNEINTONNNINTU

1.8 msinSsuanmuwidndeula:n1sdanisdeyavunlnn

MaesENENMWIIAaBNLazMITANMITagasna g mSuiensiiazaiuuy
SapvnaFeuiideindsznause 3 shuddmldun (1) mawasusulngd (Runtime) 910
CPU \flu GPU wiawian)szaninmlumsdunaiinniii @) msBunldyadeyafivniu
Wigialasil (Google Drive) mnpifialauay (Google Colab) uaz (3) msi3unldam

dayanU API (Application Program Interface) ﬁ%amuﬁiaﬂizmu‘[ﬁiLmiumgqmﬁ

1.8.1 maswWasu Runtime 10U GPU

M5AsY Runtime Wy GPU fisneasidaneil
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1. m3tWasu Runtime Wi GPU wisldpifalanaulumswmunuuusaseems
WANN1938UB39EN MAnIaUsuWRBY Runtime 910 CPU i GPU lefiypaspiia
lauavlassiiunisssia Uil

(1) ‘ﬁlml;} Runtime
(2) \RanLuyeiae Change runtime type

3) sflunsadniwasuan cPU 1fu T4 GPU f\)’]ﬂ‘lfuﬂﬂﬂu Save

(n) IugLﬁaIﬂLLaULﬁﬂmNH Runtime w&31&0n Change runtime type

(@) §UPDY Hardware accelerator (@) @nan CPU iy T4 GPU
UAANDEN CPU uaaLRanAdn Save

gﬂﬁ 1.9 mswasu Runtime 910 CPU 1{lu GPU ﬁgLﬁaTmLau

n3Ud 1.9 Mswasu Runtime 970 CPU i GPU finifalauaulnsluiisy
Runtime mnﬁutﬁamuy}ﬂaﬂ Change runtime type ﬁogﬂﬁ 1.9 (n) LLazgﬂ‘ﬁ 1.9 (@)
sufiumsnaniasuain CPU fiu T4 GPU NniunALN Save éﬁ’\agﬂﬁ 1.9 (A)



22 Al m3BeujiBein (Deep Learning) lagld Python tiiediamziigaia

2. psidsumaesi miunsIasay Runtime 1y GPU domuineslna’t
(TensorFlow) w3alwnady (PyTorch) Fvlumsdsusasnuninsausdmsuamasay
GPU sxnsavianldisnmsdeudmdosamuieswad vislwnasvetvlnotmiels
Sosnaestie Uil

A0e A aIATI98Y Runtime U GPU samuieas lwasd

ussvidi TUsunsu
1 import tensorflow as tf #n15ud1lauss TensorFlow
2 device_name = tf.test.gpu_device name()

#N139 91980 UTNATERIAME GPU uavausaidndslavselyl

3 if device_name = ‘/device:GPU:0'" : #l% GPU #iusn
4 print('GPU device not found')

5 else:

6 print(f’Found GPU at : {device name}’)
WAANS

Found GPU at : /device:GPU:0 sisuamsluguii 1.10

4 . .
3Un 1.10 MILAAYNAFWFINNNIATIEY Runtime 11 GPU semuwsasvad

U 1.10 wadnsuaavimuzesiwainy GPU uwazansnsaldnuled Seasvinli
IR IEvuEINNsalE GPU wiiaisvanusilunsamuinls way /device:GPU:0

wnefomsszyiiegsey GPU fusnluszuvzemuisesiwad (TensorFlow)
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fetemasnraaey Runtime Wu GPU dawlwnads (PyTorch)

ussviil TUsunsu
1 import torch #n13ud1lausns PyTorch
2 if torch.cuda.is_available():

#n15M57980U31 CUDA (#ilglunisvinauiu GPU) nseuldaunsely

3 print(f"CUDA is available. Device name : {torch.cuda.get device _name(0)}")
a else:
5 print("CUDA is not available. Using CPU.")
r -4
WRNAND

CUDA is available. Device name : Tesla T4 silanoluguil 1.11

gﬂﬁ 1.11 MsSuaAYHATWSIINNNSATIadBY Runtime U GPU dlalwnads (PyTorch)

Q’mzﬂﬁ 1.11 uwanwesu CUDA (Compute Unified Device Architecture) Lilu
wwaaWasNNIUsTaNanNaLuuIUIU (Parallel Processing)? Las API e laeusem
Fudie (NVIDIA) Setnsldsandwsasnsaldanuasnsaanmstssananazey GPU
(Graphics Processing Unit) LﬁaLi'\iﬂ’)’ml,%’ﬂuﬂ’ﬁﬁ’]u’.]mﬁhd‘T ¢ anwaswsuang

Fruzey GPU findanwdenldvuluszuufe Tesla T4 Fuflu GPU dwsuguddaya
feonuuulawduiifefenldluninsrand Wy giianand (Google Cloud) Wie

2 MaUszananauuLNy (Parallel Processing) fifimUszananadayavians 1 gewsauiulaslivasmolsznana
(Processors) W3anaugunanl i CPU w8 GPU unumstsznanafiazgafiazyn Seazteliaansorieu
I&Fguuasiidssfninmanndu lngamzluouifinednuidudeunseiidoysdun

Y
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waNssaUIUIRSIE (AWS) & wisu Tesla T4 u GPU ﬁaaﬂuﬁ%mé‘umﬁﬂmam
(NVIDIA Tesla) %xﬂﬁ%’umiaanLLmeLﬁﬂﬁmmmuﬁ’um‘sﬁwmuﬁmmiﬁﬂuiﬁlm
1A3eY uaznsBaudBsanfidosmmsdunifilszandnmgs Wevinsivun
Runtime {1 GPU Baudasudn azanunsalfanssausse g 289 GPU (@ lnasnludf

1.8.2 msiSenldyndayanninalasi (Google Drive)

aaa ¥

1ummwm;ma§a (Data Set) WA G“haeh\aLﬁuqm%'aaﬂamsﬁﬁqinﬁume
mM3duzevgnAsuIAItaunas 10 U gadayanmwwaldduau 10,000 mw (Uszney
shamalifduau 100 viln uazwfinay 100 mw) vieyadoyaidoslaveslsaieaiy
matdiunelasnuau 23,000 Adl @ouaTinieau 4015 Anglud) Wudu Werhing
yadayamaildofiuliigAalasduazdevnmaFonlsdeaunsalddds drive.mount()
iedanseiugiialasil Inslugiialauauaansaldmas google.colab.drive.mount()

LﬁmﬁamimzmwgLﬁalmv‘\lﬁ’uiﬂ LAy (Colab)

FMBEINAAN drive.mount()

ussTiad Wsunsy
1 from google.colab import drive
2 drive.mount('/content/drive')

Wasuray drivemount() szuuaslided (Link) lufigiialasiivevesunin
m3dhfenifalasdandwalda@niitu Connect to Google Drive tiaiHaNsnIENINY

giialasiuazlavay deuaavluguil 1.12

gﬂﬁ 1.12 nmszesyanamadniepiialasiaingialauay




ISBN 978-616-08-5496-7

9

786160 " 854967
259 un




	AI การเรียนรู้เชิงลึก (Deep Learning)
	บริษัทซีเอ็ดยูเคชั่น จำกัด (มหาชน)
	คำนำ
	สารบัญ
	บทที่ 1 หลักการเรียนรู้เชิงลึก(Principles of Deep Learning)
	1.1 ความหมายและประเภทของการเรียนรู้เชิงลึก
	1.2 ความสัมพันธ์ระหว่างการเรียนรู้ของเครื่องและการเรียนรู้เชิงลึก
	1.3 กระบวนการทำงานของการเรียนรู้เชิงลึก
	1.4 ตัวอย่างอัลกอริทึมการเรียนรู้เชิงลึก
	1.5 เครื่องมือสำหรับการเรียนรู้เชิงลึก
	1.6 ชุดข้อมูลมาตรฐานของการเรียนรู้เชิงลึก
	1.7 ตัวอย่างการประยุกต์การเรียนรู้เชิงลึก
	1.8 การเตรียมสภาพแวดล้อมและการจัดการข้อมูลขนาดใหญ่




