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หนงัสอื AI การเรยีนรูเ้ชิงลึก (Deep Learning) โดยใช้ Python เพื่อวเิคราะห์ธรุกจิเล่มนี ้

มจีดุประสงค์เพื่อถ่ายทอดความรูด้้านการเรยีนรูเ้ชงิลกึทัง้ในเชงิทฤษฎแีละการประยกุต์ใช้งาน

จริงในบริบททางธุรกิจ โดยมุ่งเน้นให้ผู้อ่านเข้าใจหลักการพื้นฐานของการเรียนรู้เชิงลึก และ

สามารถน�ำไปประยุกต์ใช้งาน

เน้ือหาประกอบด้วย 2 ส่วนหลักได้แก่ (1) ภาคทฤษฎ ีได้แก่บทที ่1 หลกัการเรยีนรูเ้ชงิลกึ 

และบทท่ี 2 กระบวนการและอัลกอริทึมการเรียนรู้เชิงลึก และ (2) ภาคประยุกต์ น�ำเสนอ

โจทย์ปัญหาและตัวอย่างการพัฒนาแบบจ�ำลองด้วยภาษาไพธอน (Python) กับการท�ำงาน

ด้านต่างๆ ด้วยอัลกอริทึมการเรียนรู้เชิงลึก โดยในบทที่ 3 โครงข่ายประสาทเทียม (Artificial 

Neural Network) และการประยุกต์ใช้ ในการจ�ำแนกรูปภาพ บทที่ 4 โครงข่ายประสาทเทียม

แบบคอนโวลูชัน (Convolutional Neural Network) และการประยุกต์ใช้ ในการจ�ำแนกการ

แสดงออกทางอารมณ์บนใบหน้า บทที ่5 หน่วยความจ�ำระยะสั้นแบบยาว (Long Short–Term 

Memory) และการประยุกต์ใช้ ในการพยากรณ์ราคาทองค�ำ บทที่ 6 โครงข่ายปรปักษ์เชิง 

สร้างสรรค์ (Generative Adversarial Networks) และการประยุกต์ใช้ ในการตรวจจับ 

การฉ้อโกงทางการเงินในระบบธนาคาร บทที่ 7 การเรียนรู้การถ่ายโอน (Transfer Learning) 

บทที่ 8 การปรับใช้แบบจ�ำลองการเรียนรู้เชิงลึกในเว็บแอปพลิเคชันด้วย Flask Framework 

และ บทที่ 9 การแสดงผลข้อมูลของแบบจ�ำลองการเรียนรู้เชิงลึกด้วย TensorBoard ท�ำให้

หนังสือเล่มนี้เป็นหนังสือแบบครบวงจร (end-to-end)

ผู้เขียนหวังเป็นอย่างยิ่งว่าหนังสือเล่มนี้จะเป็นประโยชน์แก่ผู้อ่านในการท�ำความเข้าใจ

หลักการเรียนรู้เชิงลึกและการประยุกต์ใช้งานจริง หรือสามารถต่อยอดเพื่อพัฒนาแบบจ�ำลอง

การเรียนรู้เชิงลึกส�ำหรับงานเฉพาะด้านของผู้อ่านต่อไปได้ และสามารถดาวน์โหลดค�ำสั่งและ

แหล่งข้อมูลที่เกี่ยวข้องได้ที่ GitHub: https://github.com/walisa-stou/SE–ED–DL–book 

หรือ YouTube: https://www.youtube.com/@aj-walisa

รศ.ดร.วฤษาย์ ร่มสายหยุด
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เนือ้หาในบทนีก้ล่าวถงึหลักการเรยีนรูเ้ชิงลึกซึง่เป็นการจ�ำลองรปูแบบการประมวลผลของ

สมองมนุษย์ โดยใช้โครงข่ายประสาทเทียมที่คล้ายเซลล์ประสาทในการประมวลผล กล่าวคือ

เมื่อได้รับข้อมูลจะท�ำการแบ่งแยกข้อมูลและรายละเอียดต่าง ๆ  ที่ได้รับมาทั้งหมด แล้วน�ำมา

ประมวลผลโดยการหาคณุลกัษณะเด่น และคณุลกัษณะแตกต่างของข้อมลูในเชงิลกึ ซึง่คล้าย

กบัวธิกีารกรองข้อมูลเป็นช้ัน ๆ  แล้วสรปุผลข้อมูลออกมาเป็นผลลพัธ์ และตรวจสอบว่าข้อมลูน้ัน

ส่งผลอย่างไร ผิด หรือถูก เมื่อท�ำการสอนแบบจ�ำลองเพื่อให้เรียนรู้ข้อมูลจ�ำนวนมากจะท�ำให้

การเรียนรู้เชิงลึกมีความเข้าใจข้อมูลเพิ่มมากขึ้น และลงลึกในรายละเอียดได้มากขึ้น จึงท�ำให้

การเรียนรู้เชิงลึกสามารถคิด แยกแยะ และวิเคราะห์ได้เหมือนมนุษย์ ดังนั้นจึงมีการประยุกต์

ใช้งานการเรียนรู้เชิงลึกในงานต่าง ๆ  เช่น รถยนต์ไร้คนขับ ผู้ช่วยส่วนตัวอัจฉริยะ อาทิ สิริ 

(Siri) คอร์ตานา (Cortana) หรอือเลก็ซา (Alexa) ทีส่ามารถค้นหาข้อมลูหรอืสัง่งานต่าง ๆ  ด้วย

เสียงบนอุปกรณ์อัจฉริยะ ระบบการแปลภาษาอัตโนมัติ การรู้จ�ำภาพ และท�ำนายแผ่นดินไหว

 1.1 ความหมายและประเภทของการเรียนรู้เชิงลึก
ความหมายและประเภทของการเรียนรู้เชิงลึกมีดังนี้

1.1.1 ความหมายของการเรียนรู้เชิงลึก
การเรียนรู้เชิงลึก (Deep Learning : DL) เป็นหนึ่งในเทคนิคของการเรียนรู้ของเครื่อง 

(Machine Learning : ML) ซึ่งใช้เทคนิคโครงข่ายประสาทเทียมเชิงลึก (Deep Neural 

Network : DNN) ส�ำหรับการเรียนรู้แบบอัตโนมัติ โดยเลียนแบบการท�ำงานของโครงข่าย

ประสาทในสมองมนุษย์ (Neurons) ซึ่งอัลกอริทึม (Algorithm) จะสร้างแบบจ�ำลองที่ประกอบ

หลักการเรียนรู้เชิงลึก 
(Principles of Deep Learning)

1
บทที่
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ด้วยหน่วยประมวลผลหรือโหนด (Node) จ�ำนวนมาก ที่ท�ำการค�ำนวณในหลายชั้นและแต่ละ

หน่วยประมวลผลในแต่ละช้ันจะท�ำงานร่วมกนัเพื่อเพิม่ประสทิธภิาพในการค้นหารปูแบบทีห่ลาก

หลายและซับซ้อน รวมทั้งแสดงผลลัพธ์ที่ถูกต้อง (Simon, 2023) โครงข่ายประสาทเทียมมี

ลักษณะการท�ำงานแบ่งออกเป็นชั้นต่าง ๆ  ที่เรียกว่า เลเยอร์ (Layer) ได้แก่ ชั้นน�ำเข้า (Input 

Layer) ชั้นซ่อน (Hidden Layer) และชั้นแสดงผลลัพธ์ (Output Layer) ดังแสดงในรูปที่ 1.1

ชั้นซ่อน 3 ชั้นซ่อน 4 ชั้นซ่อน 1 ชั้นซ่อน 2

ชั้นน�ำเข้า 3ชั้นน�ำเข้า 2ชั้นน�ำเข้า 1

ชั้นแสดง
ผลลัพธ์ 1

ชั้นแสดง
ผลลัพธ์ 2

รูปที่ 1.1 ตัวอย่างโครงข่ายประสาทเทียม (Artificial Neural Network) อย่างง่าย

จากรูปที่ 1.1 ตัวอย่างโครงข่ายประสาทเทียม (Artificial Neural Network) อย่างง่าย 

ประกอบด้วย 3 ชั้น ได้แก่ ชั้นน�ำเข้า (Input Layer) ซึ่งเป็นชั้นแรกที่น�ำข้อมูลเข้าสู่ระบบ จาก

รูปชั้นน�ำเข้าประกอบด้วย 3 โหนด ซึ่งจ�ำนวนโหนดในชั้นน�ำเข้าขึ้นอยู่กับจ�ำนวนคุณลักษณะ 

(Features) ของข้อมูล เช่น ข้อมูลคอนโดมิเนียมมีจ�ำนวน 3 คุณลักษณะ ได้แก่ ขนาดพื้นที่ 

จ�ำนวนห้องนอน และท�ำเล ดังนั้นจึงท�ำให้จ�ำนวนโหนดของชั้นน�ำเข้ามีจ�ำนวน 3 โหนดตาม

คุณลักษณะของข้อมูล และส่งต่อไปยังชั้นซ่อน (Hidden Layer) ซึ่งเป็นชั้นที่สองที่ท�ำหน้าที่

แปลงข้อมลู และวเิคราะห์ข้อมลูจากชัน้น�ำเข้า โดยจ�ำนวนโหนดของชัน้ซ่อนแปรผนัตามความ

ซับซ้อนของปัญหา (ซึ่งไม่มีจ�ำนวนโหนดที่แน่นอนและตายตัว แต่สามารถปรับเปลี่ยนจ�ำนวน

โหนดได้จากการวัดค่าประสิทธิภาพของแบบจ�ำลอง) และจากนั้นจะส่งผลต่อไปยังชั้นผลลัพธ์ 

(Output Layer) ซึ่งเป็นช้ันสุดท้าย ส�ำหรับแสดงผลลัพธ์ตามโจทย์ปัญหา ซึ่งในตัวอย่างมี

จ�ำนวน 2 โหนด กล่าวคือถ้าเป็นโจทย์ปัญหาของการจ�ำแนกประเภท (Classification) จ�ำนวน 

2 โหนดจะหมายถึงการจ�ำแนกคลาสเป็น 2 คลาส เช่น ซื้อคอนโด หรือไม่ซื้อคอนโด เป็นต้น
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1.1.2 ประเภทการเรียนรู้เชิงลึก 
การเรยีนรูเ้ชงิลกึมหีลายประเภททีแ่ตกต่างกนั ขึน้อยูก่บัลกัษณะและวธิกีารของการเรยีนรู้ 

โดยหลกั ๆ  แล้วสามารถแบ่งประเภทได้ 3 ประเภท ได้แก่ การเรียนรู้แบบมผู้ีสอน (Supervised 

Learning) การเรยีนรูแ้บบไม่มผีูส้อน (Unsupervised Learning) และการเรียนรู้แบบเสริมแรง 

(Reinforcement Learning) (Francois, 2021) ดังแสดงในรูปที่ 1.2

การเรียนรู้แบบไม่มีผู้สอน (Unsupervised Learning)

การเรียนรู้แบบเสริมแรง (Reinforcement Learning)

การเรียนรู้แบบมีผู้สอน (Supervised Learning)

การเรียนรู้เชิงลึก

รูปที่ 1.2 ประเภทการเรียนรู้เชิงลึก

1.	การเรียนรู้แบบมีผู้สอน (Supervised Learning) ซึ่งโครงข่ายประสาทเทียมจะ

เรยีนรูจ้ากข้อมลูทีมี่การตดิป้าย (Labeled Data) เพื่อท�ำนายหรอืจ�ำแนกประเภท โดยอลักอรทิมึ 

ที่ได้รับความนิยม เช่น การรับรู้หลายระดับชั้น (Multi–Layer Perceptron : MLP) โครงข่าย

ประสาทเทียมคอนโวลูชัน (Convolutional Neural Network : CNN) หรือโครงข่ายประสาท 

เทียมวนซ�ำ้ (Recurrent Neural Network : RNN) ซึ่งถูกน�ำไปประยุกต์ใช้งานต่าง ๆ  เช่น 

การจดจ�ำภาพใบหน้า (Face Recognition) และการแปลภาษา (Language Translation)

2.	การเรยีนรูแ้บบไม่มผีูส้อน (Unsupervised Learning) ซึง่โครงข่ายประสาทเทยีม

จะหาความสมัพนัธ์หรอืรปูแบบในข้อมูลที่ไม่มีการตดิป้าย (Unlabeled Data) โดยอลักอรทิมึ 

ที่ได้รับความนิยม เช่น ออโตเอ็นโค้ดเดอร์ (Autoencoders) เจเนอเรทีฟ แอดเวอร์ซาเรียล 

เน็ตเวิร์ก (Generative Adversarial Network : GAN) หรือเซลฟ์–ออร์แกไนซิงแมป (Self–

Organizing Maps : SOM) ซึ่งถูกน�ำไปประยุกต์ใช้งานต่าง ๆ  เช่น การจัดกลุ่ม (Clustering) 

และการตรวจจับความผิดปกติ (Anomaly Detection)

3.	การเรียนรู้แบบเสริมแรง (Reinforcement Learning) ตัวแทน (Agent) 

ท�ำการเรียนรู้ที่จะตัดสินใจโดยการเพิ่มรางวัลสูงสุด (Maximizing Rewards) โดยอัลกอริทึม 

ที่ได้รับความนิยม เช่น ดีปคิวเน็ตเวิร์ก (Deep Q Network : DQN) ดีป ดีเทอร์มินิสติก 

โพลิซี เกรเดียนต์ (Deep Deterministic Policy Gradient : DDPG) หรือพรอกซิมอล 

โพลิซี อ็อปติไมเซชัน (Proximal Policy Optimization : PPO) ซึ่งถูกน�ำไปใช้ ในงานต่าง ๆ  

เช่น หุ่นยนต์ (Robotics) และการเล่นเกม (Game Playing)
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 1.2 ความสัมพันธ์ระหว่างการเรียนรู้ของเครื่องและการเรียนรู้เชิงลึก
จากที่กล่าวมาการเรียนรู้เชิงลึกเป็นสาขาหนึ่งของการเรียนรู้ของเคร่ือง (Machine 

Learning) ซึ่งท�ำหน้าที่ประมวลผลข้อมูลที่มีโครงสร้างซับซ้อนหลายระดับ เช่น การรู้จ�ำเสียง 

การรู้จ�ำภาพ การรู้จ�ำวิดีโอ การวิเคราะห์ข้อความ หรือการแปลภาษา หลักการของการเรียนรู้

เชิงลึกคือ การใช้ข้อมูลจ�ำนวนมากเพื่อสร้างความสัมพันธ์ระหว่างข้อมูล จากนั้นค�ำนวณหาค่า 

น�ำ้หนกัทีเ่หมาะสมตามหลักการทางคณติศาสตร์ สถติ ิและการท�ำเหมอืงข้อมลู (Data Mining) 

ทัง้ในด้านการสกดัข้อมูล (Data Extraction) การค้นพบรปูแบบทีซ่่อนอยู ่(Discovering Hidden 

Patterns) และการวิเคราะห์เชิงท�ำนาย (Predictive Analytics) เพื่อท�ำให้เกิดการเรียนรู้ด้วย

ตนเองทีม่คีวามถกูต้องและมปีระสทิธภิาพ ซึง่คล้ายกบัการท�ำงานของระบบประสาททีซ่บัซ้อน

ของสมองมนุษย์ ดังแสดงในรูปที่ 1.3

การเรียนรู้ของเครื่อง
(Machine Learning)

การเรียนรู้เชิงลึก 
(Deep Learning)

ปัญญาประดิษฐ์ (Artificial Intelligence)

รูปที่ 1.3 ความสัมพันธ์ระหว่างการเรียนรู้ของเครื่องและการเรียนรู้เชิงลึก

จากรูปที่ 1.3 แสดงความสัมพันธ์ระหว่างปัญญาประดิษฐ์ (Artificial Intelligence : AI) 

การเรยีนรูข้องเครื่อง (Machine Learning : ML) และการเรยีนรูเ้ชงิลกึ (Deep Learning : DL) 

โดยปัญญาประดิษฐ์หมายถึงความสามารถของเครื่องจักรหรือคอมพิวเตอร์ ในการเลียนแบบ 

พฤติกรรมและความสามารถทางปัญญาของมนุษย์ เช่น การตัดสินใจ การวางแผน และ 

การแก้ไขปัญหา โดย AI ครอบคลุมทกุเทคโนโลยทีีท่�ำให้คอมพวิเตอร์สามารถท�ำงานได้เหมอืน

มนุษย์ ภายใน AI ประกอบด้วยการเรียนรู้ของเครื่อง ซึ่งเป็นสาขาหนึ่งของ AI ที่มุ่งเน้น 

ความสามารถของคอมพิวเตอร์ในการเรียนรู้จากชุดข้อมูล (Data Sets) จ�ำนวนมาก ซึ่งน�ำมา

ฝึกฝนให้เรียนรู้รูปแบบข้อมูลและท�ำนายผลลัพธ์โดยอัตโนมัติ (วฤษาย์, 2566) 

ส�ำหรับการเรยีนรูเ้ชิงลึกเป็นสาขาย่อยของการเรยีนรูข้องเครื่องทีม่กีารท�ำงานในลกัษณะ

เดียวกัน โดยใช้แนวคิดในการจดจ�ำรูปแบบข้อมูลที่เรียนรู้มาแล้วก่อน จากนั้นจึงสามารถระบุ
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รปูแบบข้อมลูได้ จุดเด่นส�ำคญัของการเรยีนรูเ้ชิงลกึคอืการค้นหาคณุลกัษณะส�ำคญั (Feature) 

ของข้อมูลได้ โดยอัตโนมัติ ในขณะที่การเรียนรู้ของเครื่องจะเลือกเฉพาะคุณลักษณะส�ำคัญ 

(Feature Selection) ด้วยตนเอง ซึ่งต้องการการประมวลผลเพิ่มเติม นอกจากนี้การเรียนรู้

เชิงลึกยังใช้โครงข่ายประสาทเทียม (Artificial Neural Network : ANN) ที่มีหลายระดับชั้น

ระหว่างข้อมูลเข้าและข้อมูลออก หรือที่เรียกว่าชั้นซ่อน (Hidden Layer) หลายชั้น เพื่อเพิ่ม

ประสิทธิภาพในการประมวลผลที่ซับซ้อนและให้ผลลัพธ์ที่มีความถูกต้อง 

 1.3 กระบวนการท�ำงานของการเรียนรู้เชิงลึก
กระบวนการท�ำงานของการเรียนรู้เชิงลึกเป็นการน�ำข้อมูลเข้า เช่น รูปภาพ วิดีโอ หรือ

ไฟล์เสียง เข้าสู่การสร้างแบบจ�ำลองการเรียนรู้เชิงลึกซึ่งประกอบด้วย 2 ส่วนหลักได้แก่ 

การเลือกคุณลักษณะ (Feature Selection) และการจ�ำแนกประเภท (Classification) และ

การแสดงผลลัพธ์ ดังแสดงในรูปที่ 1.4

การเลือกคุณลักษณะ การจ�ำแนกประเภท
รถยนต์

ไม่ใช่รถยนต์

รูปที่ 1.4 กระบวนการท�ำงานของการเรียนรู้เชิงลึก
ดัดแปลงจาก : https://builtin.com/machine–learning/deep–learning

จากรปูที ่1.4 กระบวนการท�ำงานของการเรยีนรูเ้ชงิลกึ จากตวัอย่างเมื่อน�ำเข้าข้อมลูไฟล์

ภาพรถยนต์ จากนัน้จะเข้าสูก่ารสร้างแบบจ�ำลองการเรียนรู้เชิงลึกท่ีด�ำเนินการสกัดคุณลักษณะ 

และการจดัประเภทในข้ันตอนเดียวกนัและด�ำเนนิการแบบอตัโนมตั ิซึง่ไม่จ�ำเป็นต้องด�ำเนินการ

ท�ำวิศวกรรมคุณลักษณะ (Feature Engineering) ด้วยมนุษย์ โดยชั้นของโครงข่ายประสาท

เทียมจะเรียนรู้ล�ำดับชั้นของคุณลักษณะเอง เช่น ชั้นแรกเรียนรู้ขอบ (Edges) และสี ชั้นกลาง

เรียนรู้รูปร่าง (Shapes) และรูปแบบ (Patterns) และชั้นสุดท้ายเรียนรู้ลักษณะที่ซับซ้อน เช่น 

ไฟหน้ารถ หรือล้อรถ และการท�ำนายผล (Prediction) โดยแบบจ�ำลองจะท�ำการจัดประเภท 

(Classification) โดยตรง และให้ผลลัพธ์ว่าเป็น “รถยนต์” หรือ “ไม่ใช่รถยนต์” เป็นต้น

หมายเหตุ จะเห็นได้ว่ากระบวนการท�ำงานของการเรียนรู้เชิงลึกมีความแตกต่างจาก

กระบวนการท�ำงานของการเรียนรู้ของเครื่องที่ต้องการการเลือกคุณลักษณะโดยมนุษย์ก่อน 

จากน้ันจึงน�ำไปจัดประเภทด้วยแบบจ�ำลอง ซึ่งกระบวนการท�ำงานของการเรียนรู้เชิงลึกจะ 

เรียนรู้คุณลักษณะเองจากข้อมูลดิบ โดยใช้ โครงข่ายประสาทเทียมแบบหลายชั้นและท�ำ 

การจัดประเภทได้อย่างแม่นย�ำมากขึ้น
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 1.4 ตัวอย่างอัลกอริทึมการเรียนรู้เชิงลึก
เน้ือหาในประเด็นนี้ขอยกตัวอย่างอัลกอริทึมของการเรียนรู้เชิงลึกที่ได้รับความนิยมและ

ถูกน�ำไปประยุกต์ใช้งานในด้านต่าง ๆ  จ�ำนวนมาก รายละเอียดดังนี้

1.	การรับรู้หลายระดับชั้น (Multi–Layer Perceptron : MLP) เป็นอัลกอริทึมที่

ประกอบไปด้วยหลายชัน้ (Layers) ซึง่ประกอบด้วย 3 ส่วนหลัก ได้แก่ ช้ันน�ำเข้า (Input Layer) 

ชั้นซ่อน (Hidden Layer) และ ชั้นผลลัพธ์ (Output Layer) โดยที่ข้อมูลจะถูกส่งผ่านจาก 

ชัน้หนึง่ไปยงัอกีชัน้หนึง่ โดยในแต่ละชัน้จะมกีารใช้ ฟังก์ชนักระตุน้ (Activation Function) เพื่อปรบั 

ค่าผลลพัธ์ก่อนทีจ่ะส่งไปยงัชัน้ถดัไป ตวัอย่างน�ำไปประยกุต์ใช้งานด้านต่าง ๆ  เช่น การจ�ำแนก

ข้อมูลภาพ (Image Classification) การจ�ำแนกข้อความ (Text Classification) การท�ำนาย 

ราคาหุ้น (Stock Price Prediction) การท�ำนายราคาบ้าน (House Price Prediction) 

การตรวจจับการฉ้อโกง (Fraud Detection) หรือการรู้จ�ำค�ำสั่งเสียง (Voice Command 

Recognition)

2.	โครงข่ายประสาทเทียมคอนโวลูชัน (Convolutional Neural Network : 
CNN) เป็นอัลกอริทึมที่ออกแบบมาเพื่อประมวลผลข้อมูลที่มีโครงสร้างเป็นกริด1 ตัวอย่าง

น�ำไปประยุกต์ใช้งานด้านต่าง ๆ  เช่น การจ�ำแนกภาพ (Image Classification) การตรวจจับ

วัตถุ (Object Detection) การรู้จ�ำใบหน้า (Face Recognition) การประมวลผลวิดีโอ (Video 

Processing) การพัฒนารถยนต์อัตโนมัติ (Autonomous Vehicles) หรือการวิเคราะห์เสียง 

(Audio Analysis)

3.	โครงข่ายประสาทเทียมวนซ�ำ้ (Recurrent Neural Network : RNN) เป็น 

อัลกอริทึมท่ีถูกออกแบบมาเพื่อจดจ�ำรูปแบบในข้อมูลล�ำดับ (Sequence Data) เช่น ข้อมูล

อนุกรมเวลา (Time Series) หรือภาษาธรรมชาติ (Natural Language) โดยมีสถานะซ่อน 

(Hidden State) ที่จดจ�ำข้อมูลจากอินพุตก่อนหน้าได้ แต่มีข้อจ�ำกัดในการเรียนรู้ระยะยาว 

ตัวอย่างน�ำไปประยุกต์ใช้งานด้านต่าง ๆ  เช่น การแปลภาษา (Machine Translation) การรู้

จ�ำเสียงพูด (Speech Recognition) การสรุปข้อความ (Text Summarization) การท�ำนาย

ราคาหุ้น (Stock Price Prediction) การรู้จ�ำวิดีโอหรือกิจกรรมในภาพ (Video and Activity 

Recognition) หรือการรู้จ�ำเสียง (Audio Recognition)

4.	หน่วยความจ�ำระยะสั้นแบบยาว (Long Short–Term Memory : LSTM) 
เป็นอัลกอริทึมประเภทหนึ่งของโครงข่ายประสาทเทียมวนซ�ำ้หรือ RNN ที่ออกแบบมาเพื่อแก้

1	โครงสร้างเป็นกริด (Grid Structure) หมายถึง รูปแบบการจัดเรียงข้อมูลที่เป็นตารางหรือเมทริกซ์ (Matrix) ซึ่งมีแถว 
(Rows) และคอลัมน์ (Columns)
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ปัญหาการลืมข้อมูลระยะยาว (Long–Term Dependency Problem) โดยเหมาะกับงานที่ต้อง

จดจ�ำข้อมูลในล�ำดับที่ยาว เช่น การรู้จ�ำเสียงพูด (Speech Recognition) หรือการพยากรณ์ 

อนุกรมเวลา (Time Series Prediction) ตวัอย่างน�ำไปประยกุต์ใช้งานด้านต่าง ๆ  เช่น การแปล

ภาษา (Machine Translation) การรู้จ�ำเสียงพูด (Speech Recognition) การสรุปข้อความ 

(Text Summarization) การท�ำนายราคาหุน้ (Stock Price Prediction) หรอืการรูจ้�ำวดิโีอหรอื

กิจกรรมในภาพ (Video and Activity Recognition)

5.	ออโตเอ็นโค้ดเดอร์ (Autoencoders) เป็นแบบจ�ำลองประเภทการเรยีนรูแ้บบไม่มี

ผูส้อนที่ใช้วธิกีารบบีอดัและกูค้นืข้อมลู โดยเรยีนรูก้ารเข้ารหสัข้อมลูเป็นตวัแทนทีม่มีติทิีต่�ำ่กว่า 

(Latent Space) และถอดรหสักลับมาให้ใกล้เคยีงกบัต้นฉบับ ตวัอย่างน�ำไปประยกุต์ใช้งานด้าน

ต่าง ๆ  เช่น การลดมิติ (Dimensionality Reduction) การบีบอัดข้อมูล (Data Compression) 

การตรวจจับความผิดปกติ (Anomaly Detection) การสร้างข้อมูลใหม่ (Data Generation) 

หรือการแนะน�ำ (Recommendation Systems) 

6.	เจเนอเรทฟี แอดเวอร์ซาเรยีล เน็ตเวิร์ก (Generative Adversarial Network : 
GAN) เป็นอลักอรทิมึทีป่ระกอบด้วย 2 โครงข่ายประสาทเทยีมทีม่กีารแข่งขนักนั โดยประกอบ

ด้วยผู้สร้างข้อมูลปลอม (Generator) และผู้แยกแยะข้อมูลจริงกับปลอม (Discriminator) 

(Sudharsan Ravichandiran, 2019) ผู้สร้างข้อมูลปลอมจะพยายามหลอกผู้แยกแยะข้อมูล

จริงกับปลอม และผู้แยกแยะข้อมูลจริงกับปลอมจะพัฒนาตัวเองให้แยกแยะข้อมูลได้แม่นย�ำ

มากยิ่งขึ้น ตัวอย่างน�ำไปประยุกต์ใช้งานด้านต่าง ๆ  เช่น การสร้างภาพ (Image Generation) 

การปรบัแตง่ภาพ (Image Editing and Enhancement) การสรา้งวดิโีอ (Video Generation) 

การสร้างเสยีงและดนตร ี(Sound and Music Generation) การสร้างตวัละครหรอืภาพใบหน้า 

(Face Generation) หรือการสร้างข้อความ (Text Generation)

7.	ทรานฟอร์เมอร์ (Transformer) เป็นโครงสร้างพื้นฐานของแบบจ�ำลอง 

การประมวลผลภาษาธรรมชาต ิ (Natural Language Processing : NLP) เช่น แชตจพีที ี

(ChatGPT) โดยใช้ Self–Attention Mechanism เพื่อวิเคราะห์ความสัมพันธ์ของทุกค�ำใน

ประโยคได้พร้อมกัน และประมวลผลข้อมูลได้อย่างขนาน (Parallelization) ตัวอย่างน�ำไป

ประยกุต์ใช้งานด้านต่าง ๆ  เช่น การแปลภาษา (Machine Translation) การสรปุขอ้ความ (Text 

Summarization) การท�ำความเข้าใจความหมาย (Question Answering) การสร้างข้อความ 

(Text Generation) การสร้างภาพจากข้อความ (Text–to–Image Generation) หรือการสร้าง

วิดีโอจากข้อความ (Text–to–Video)

รายละเอยีดหลกัการท�ำงานและตวัอย่างการประยุกต์ใช้งานของแต่ละอลักอริทึมจะกล่าว

ถึงในบทต่อไป
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 1.5 เครื่องมือส�ำหรับการเรียนรู้เชิงลึก
เครื่องมือส�ำหรับการเรียนรู้เชิงลึกที่ใช้ ในการพัฒนา ฝึกสอน และทดสอบแบบจ�ำลอง

ส�ำหรับการประมวลผลข้อมูลขนาดใหญ่ที่มีความซับซ้อน เช่น ข้อมูลภาพ เสียง หรือข้อความ  

ในที่นี้ขอยกตัวอย่างเครื่องมือส�ำหรับการเรียนรู ้เชิงลึกที่ได้รับความนิยมมา 6 ตัวอย่าง 

(กอบเกียรติ, 2565) รายละเอียดดังต่อไปนี้ 

1.	เทนเซอร์โฟลว์ (TensorFlow) เป็นเครื่องมือที่พัฒนาโดยกูเกิล (Google) และ

เป็นหนึ่งในไลบรารีการเรียนรู้เชิงลึกที่มีความนิยมสูงที่สุด มีความยืดหยุ่นและสามารถรองรับ

การประมวลผลทั้ง CPU, GPU และ TPU

2.	ไพทอร์ช (PyTorch) พัฒนาโดย Facebook AI Research (FAIR) เป็นเครื่องมือ

ที่ได้รับความนิยมในวงการวิจัยและการพัฒนาแบบจ�ำลองการเรียนรู้เชิงลึก เนื่องจากมีความ

ยืดหยุ่นสูงและเหมาะสมส�ำหรับการทดลองใหม่   เช่น การค�ำนวณกราฟที่มีความยืดหยุ่นสูง 

(Dynamic Computation Graph) และรองรับการประมวลผลกราฟิก (GPU Acceleration) 

ส�ำหรับการฝึกสอนแบบจ�ำลองที่เร็วขึ้น

3.	เคอรสั (Keras) เป็นไลบรารทีี่ใช้งานง่ายและเป็นทีน่ยิมส�ำหรบัการสร้างแบบจ�ำลอง

การเรยีนรูเ้ชงิลกึ โดยใช้เทนเซอร์โฟลว์ (TensorFlow) เป็นพืน้ฐาน (ซึง่ในปัจจุบันน้ี Keras รวม

อยู่ในเทนเซอร์โฟลว์) และรองรับการสร้างแบบจ�ำลองหลายประเภท เช่น โครงข่ายประสาท

เทยีมคอนโวลชูนั (CNN) โครงข่ายประสาทเทยีมวนซ�ำ้ (RNN) หน่วยความจ�ำระยะสัน้แบบยาว 

(LSTM) และเจเนอเรทีฟ แอดเวอร์ซาเรียล เน็ตเวิร์ก (GAN)

4.	คาเฟ่ (Caffe) เป็นเครื่องมือที่เหมาะส�ำหรับการพัฒนาและฝึกสอนแบบจ�ำลอง 

การเรียนรู้เชิงลึก ในงานที่เกี่ยวข้องกับภาพ (Computer Vision) โดยเฉพาะเพิ่มความเร็วใน

การฝึกสอนแบบจ�ำลองให้เหมาะกบัการใช้งานในสภาพแวดล้อมท่ีต้องการประสทิธิภาพสงู โดย

เฉพาะรองรับการสร้างแบบจ�ำลองด้วยอัลกอริทึม CNN ได้ดี

5.	ฮักกิง เฟซ ทรานส์ฟอร์เมอร์ (Hugging Face Transformer) เครื่องมือที่เน้น

การประมวลผลตามหลักการประมวลผลภาษาธรรมชาติ (Natural Language Processing : 

NLP) โดยเฉพาะ ซึ่งมีแบบจ�ำลองที่ได้รับการฝึกสอนมาแล้วจ�ำนวนมาก เช่น BERT, GPT, 

T5 หรือ RoBERTa

6.	โอเพนซีวี (Open Source Computer Vision Library : OpenCV) เป็น

ไลบรารีที่ใช้ส�ำหรับการประมวลผลภาพและคอมพิวเตอร์วิทัศน์ (Computer Vision) โดยม ี

การรวมฟังก์ชันที่มีความหลากหลาย เช่น การตรวจจับใบหน้า การแยกวัตถุ และการติดตาม 
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 1.6 ชุดข้อมูลมาตรฐานของการเรียนรู้เชิงลึก
ชุดข้อมูลมาตรฐานของการเรียนรู้เชิงลึกที่ถูกน�ำไปใช้อย่างแพร่หลายในการวิจัยและ 

การพัฒนาแบบจ�ำลองต่าง ๆ  เช่น การจ�ำแนกภาพ การแปลภาษา และการประมวลผลเสียง 

โดยในที่นี้ขอยกตัวอย่างชุดข้อมูล 5 ชุดข้อมูล ดังรายละเอียดต่อไปนี้ 

1.	MNIST (Modified National Institute of Standards and Technology) 
เป็นชุดข้อมูลภาพขนาด 28 × 28 พิกเซล (Pixel) ประกอบด้วย 60,000 ตัวอย่างส�ำหรับ 

การฝึกสอนแบบจ�ำลอง (Training) และ 10,000 ตวัอย่างส�ำหรับการทดสอบแบบจ�ำลอง (Testing) 

เพื่อใช้ ในการจ�ำแนกข้อมูลตัวเลข 0–9 ดังแสดงในรูปที่ 1.5

รูปที่ 1.5 ตัวอย่างชุดข้อมูล MNIST
ที่มา : https://www.tensorflow.org/datasets/catalog/mnist

2.	CIFAR–10 (Canadian Institute For Advanced Research) เป็นชุดข้อมูล

ภาพขนาด 32x32 พิกเซล ประกอบด้วย 10 คลาส (Classes) เช่น เครื่องบิน (airplane) 

รถยนต์ (automobile) นก (bird) แมว (cat) กวาง (deer) หมา (dog) กบ (frog) ม้า (horse) 

เรือ (ship) และรถบรรทุก (truck) โดยชุดข้อมูลนี้ประกอบด้วยภาพจ�ำนวน 60,000 ภาพ (ซึ่ง 

50,000 ภาพส�ำหรบัการฝึกสอนแบบจ�ำลอง และ 10,000 ภาพส�ำหรบัการทดสอบแบบจ�ำลอง) 

ดังแสดงในรูปที่ 1.6
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รูปที่ 1.6 ตัวอย่างชุดข้อมูล CIFAR–10
ที่มา : https://www.cs.toronto.edu/~kriz/cifar.html

3.	ImageNet เป็นชุดข้อมูลภาพจ�ำนวนมากกว่า 14 ล้านภาพ ซึ่งประกอบด้วยภาพ

จ�ำนวน 21,000 คลาส มคีวามละเอยีดสงูและใช้ในการฝึกสอนแบบจ�ำลองการจ�ำแนกภาพ ดงั

แสดงในรูปที่ 1.7

รูปที่ 1.7 ตัวอย่างชุดข้อมูล ImageNet
ที่มา : https://www.image–net.org/update–mar–11–2021.php

4.	COCO (Common Objects in Context) เป็นชดุข้อมลูทีม่ภีาพมากกว่า 300,000 

ภาพ ทีม่กีารตดิป้ายก�ำกบัข้อมูลซึง่ประกอบด้วยข้อมูลภาพต่าง ๆ  เช่น คน สนุขั หรอืรถ เป็นต้น 

โดยชดุข้อมลูนีม้ทีัง้การตรวจจับวตัถ ุ(Object Detection) การแบ่งภาพ (Segmentation) และ

การแสดงค�ำบรรยาย (Captioning) ดังแสดงในรูปที่ 1.8
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รูปที่ 1.8 ตัวอย่างชุดข้อมูล COCO
ที่มา : https://docs.ultralytics.com/datasets/detect/coco/#sample–images–and–annotations

5.	LibriSpeech เป็นชดุข้อมลูเสยีงที่ใช้ส�ำหรบัการรูจ้�ำเสยีงพดู (Speech Recognition) 

ประกอบด้วยคลิปเสยีงจากหนงัสอืทีอ่่านโดยนกัพดูต่าง ๆ  โดยชดุข้อมลูนีป้ระกอบด้วยเสยีงพดู

ที่มีการถอดความประมาณ 1,000 ชั่วโมง

 1.7 ตัวอย่างการประยุกต์การเรียนรู้เชิงลึก
เนื้อหาในเรื่องนี้ขอตัวอย่างการเรียนรู้เชิงลึกมา 5 ตัวอย่าง ได้แก่ รถยนต์ขับเคลื่อน

อัตโนมัติ (Autonomous Vehicles) การวินิจฉัยโรค (Diagnosis) การแปลภาษา (Language 

Translation) ปฏิสัมพันธ์ระหว่างมนุษย์กับคอมพิวเตอร์ (Human–computer Interaction) 

และแอลฟาโกะ (AlphaGo) รายละเอียดดังนี้

1.	รถยนต์ขบัเคลื่อนอตัโนมตั ิ(Autonomous Vehicles) เป็นการสร้างระบบความ

ปลอดภัยของรถยนต์ในปัจจุบันอย่างระบบควบคุมความเร็ว ระบบเบรกอัตโนมัติ หรือระบบ

เตือนเมื่อรถออกนอกเลน ซึ่งใช้หลักการเรียนรู้เชิงลึกในการแยกวัตถุที่อยู่รอบรถยนต์ไม่ว่าจะ

เป็นรถยนต์คันอื่น รถจักรยานยนต์ จักรยาน สัญญาณไฟจราจร ป้ายจราจร หรือคนเดินถนน 

ผ่านการดึงข้อมูลจากเซนเซอร์และกล้องจ�ำนวนมากภายในรถยนต์ และน�ำมาค�ำนวณเพื่อหา

ทิศทาง ความเร็วที่เหมาะสม หรือการอ่านข้อมูลจากป้ายเตือนต่าง ๆ  และสั่งให้รถยนต์ลด

ความเร็ว หรือหยุดได้ด้วยตนเอง

2.	การวินิจฉัยโรค (Diagnosis) โดยการเรียนรู้เชิงลึกถูกน�ำมาเป็นเครื่องมือใน 

การวนิิจฉยัโรค เช่น การวนิจิฉยัจากข้อมลูส่วนตวัของผูป่้วยอย่างน�ำ้หนกั ส่วนสงู ค่าน�ำ้ตาลใน

เลือดหรือค่าไขมันในเลือด เพื่อหาสาเหตุของอาการเจ็บป่วย หรือการวินิจฉัยจากภาพถ่ายทาง 

การแพทย์ เช่น ภาพเอกซเรย์ ภาพอัลตราซาวด์หรือภาพจากเครื่องตรวจคลื่นแม่เหล็กไฟฟ้า 

(Magnetic Resonance Imaging : MRI) ซึ่งการเรียนรู้เชิงลึกจะประมวลผลภาพถ่ายของ 
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ผู้ป่วยโดยเปรียบเทียบกับฐานข้อมูลภาพ เพื่อค้นหาความผิดปกติอย่างเน้ืองอกหรือมะเร็ง 

และระบุต�ำแหน่งของความผิดปกติที่เกิดขึ้นกับอวัยวะให้แพทย์ได้ทราบ ซึ่งช่วยลดเวลาใน 

การวินิจฉัยโรคของแพทย์ เพิ่มความถูกต้อง และแม่นย�ำในการรักษาคนไข้

3.	การแปลภาษา (Language Translation) เช่น Google Translate ใช้หลักการ 

พืน้ฐานของการเรยีนรูเ้ชงิลกึ 2 ขัน้ตอน ได้แก่ การวเิคราะห์ข้อมลูท่ีผู้ ใช้งานป้อนเข้า ในรูปของ

ตัวอักษร รูปภาพ และเสียง เพื่อเปรียบเทียบข้อมูลที่ถูกป้อนกับฐานข้อมูลค�ำ ที่มีหลากหลาย

ภาษา และการแปลเพื่อหาความหมายที่เหมาะสมที่สุดส�ำหรับค�ำที่ต้องการ

4.	ปฏิสัมพันธ์ระหว่างมนุษย์กับคอมพิวเตอร์ (Human–computer Interac-
tion) การเรียนรู้เชิงลึกสามารถน�ำมาใช้ ในการสร้างการโต้ตอบ เช่น การโต้ตอบกับข้อมูลที่ผู้

ใช้ส่งเข้าไปยังบริการโต้ตอบอัตโนมัติอย่าง สิริ (Siri) อเล็กซา (Alexa) และกูเกิลแอสซิสแทน

ต์ (Google Assistant) หรอืการสร้างงานทีต้่องการทกัษะในการเขยีนสงู เช่น การเขยีนนวนยิาย 

หรือบทความวชิาการ ซึง่การเรยีนรูเ้ชงิลกึสามารถหาความเชื่อมโยงระหว่างค�ำหรือประโยคท่ีมอียู่

ในฐานข้อมูล และน�ำค�ำทีเ่กีย่วข้องเหล่านีม้าสร้างเป็นประโยคหรอืย่อหน้าทีม่คีวามหมายสมบรูณ์

5.	แอลฟาโกะ (AlphaGo) เมื่อปี ค.ศ. 2016 มกีารแข่งขนัหมากล้อมระหว่างนกัหมากล้อม 

แชมป์โลกชาวเกาหลีใต้กับคอมพิวเตอร์ชื่อว่า แอลฟาโกะ (AlphaGo) ที่ใช้การเรียนรู้เชิงลึก 

ในการวเิคราะห์และด�ำเนนิเกม ด้วยความสามารถของการเรียนรู้เชงิลึกท่ีพลิกแพลงการวางหมาก

ได้อย่างถกูต้องและแม่นย�ำ ท�ำให้แอลฟาโกะสามารถเอาชนะมนษุย์ได้ถงึ 4–1 เกม ในปัจจบุนั

แอลฟาโกะถูกพัฒนาต่อยอดเป็นแอลฟาโกะมาสเตอร์ (AlphaGo Master) แอลฟาโกะซีโร 

(AlphaGo Zero) และแอลฟาซีโร (Alphazero) ที่มีความสามารถเพิ่มมากขึ้น 

 1.8 การเตรียมสภาพแวดล้อมและการจัดการข้อมูลขนาดใหญ่
การเตรยีมสภาพแวดล้อมและการจดัการข้อมลูขนาดใหญ่ส�ำหรับวเิคราะห์และสร้างแบบ

จ�ำลองการเรยีนรูเ้ชงิลกึประกอบด้วย 3 ส่วนส�ำคญัได้แก่ (1) การเปลีย่นรนัไทม์ (Runtime) จาก 

CPU เป็น GPU เพื่อเพิม่ประสทิธภิาพในการค�ำนวณทีร่วดเรว็ (2) การเรยีกใช้ชดุข้อมลูทีจ่ดัเกบ็

ไว้ท่ีกเูกลิไดรฟ์ (Google Drive) จากกเูกลิโคแลบ (Google Colab) และ (3) การเรยีกใช้ชดุ 

ข้อมลูผ่าน API (Application Program Interface) หรอืส่วนต่อประสานโปรแกรมประยกุต์

1.8.1 การเปลี่ยน Runtime เป็น GPU 
การเปลี่ยน Runtime เป็น GPU มีรายละเอียดดังนี้
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1.	การเปลีย่น Runtime เป็น GPU เม่ือใช้กเูกลิโคแลบในการพฒันาแบบจ�ำลองตาม

หลักการเรียนรู้เชิงลึก สามารถปรับเปลี่ยน Runtime จาก CPU เป็น GPU ได้ที่เมนูของกูเกิล

โคแลบโดยด�ำเนินการดังต่อไปนี้

	 (1)	ที่เมนู Runtime

	 (2)	เลือกเมนูย่อย Change runtime type 

	 (3)	ด�ำเนินการคลิกเปลี่ยนจาก CPU เป็น T4 GPU จากนั้นกดปุ่ม Save

(ก) ในกูเกิลโคแลบเลือกเมนู Runtime แล้วเลือก Change runtime type

(ข) ส่วนของ Hardware accelerator 
จะแสดงอยู่ที่ CPU

(ค) เลือกจาก CPU เป็น T4 GPU 
แล้วเลือกคลิก Save

รูปที่ 1.9 การเปลี่ยน Runtime จาก CPU เป็น GPU ที่กูเกิลโคแลบ

จากรูปที่ 1.9 การเปลี่ยน Runtime จาก CPU เป็น GPU ที่กูเกิลโคแลบโดยไปที่เมนู 

Runtime จากนั้นเลือกเมนูย่อย Change runtime type ดังรูปที่ 1.9 (ก) และรูปที่ 1.9 (ข) 

ด�ำเนินการคลิกเปลี่ยนจาก CPU เป็น T4 GPU จากนั้นกดปุ่ม Save ดังรูปที่ 1.9 (ค)
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2.	การเขียนค�ำสั่งส�ำหรับตรวจสอบ Runtime เป็น GPU ด้วยเทนเซอร์โฟลว์ 

(TensorFlow) หรือไพทอร์ช (PyTorch) ซึ่งในการเขียนค�ำสั่งภาษาไพธอนส�ำหรับตรวจสอบ 

GPU สามารถเลอืกใช้วธิกีารเขยีนค�ำสัง่ด้วยเทนเซอร์โฟลว์ หรอืไพทอร์ชอย่างใดอย่างหนึง่ได้ 

ดังตัวอย่างต่อไปนี้

ตัวอย่างค�ำสั่งตรวจสอบ Runtime เป็น GPU ด้วยเทนเซอร์โฟลว์

บรรทัดที่ โปรแกรม

1 import tensorflow as tf #การน�ำเข้าไลบรารี TensorFlow

2 device_name = tf.test.gpu_device_name() 
#การตรวจสอบว่าเครื่องของคุณมี GPU และสามารถเข้าถึงได้หรือไม่

3 if device_name != '/device:GPU:0' : #ใช้ GPU ตัวแรก

4 print('GPU device not found')

5 else:

6 print(f’Found GPU at : {device_name}’)

ผลลัพธ์

Found GPU at : /device:GPU:0 ดังแสดงในรูปที่ 1.10

รูปที่ 1.10 การแสดงผลลัพธ์จากการตรวจสอบ Runtime เป็น GPU ด้วยเทนเซอร์โฟลว์

จากรปูที ่1.10 ผลลัพธ์แสดงว่าเทนเซอร์โฟลว์พบ GPU และสามารถใช้งานได้ ซึง่จะท�ำให้

เครื่องที่ใช้ท�ำงานสามารถใช้ GPU เพื่อเร่งความเร็วในการค�ำนวณได้ และ /device:GPU:0 

หมายถึงการระบุที่อยู่ของ GPU ตัวแรกในระบบของเทนเซอร์โฟลว์ (TensorFlow)
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ตัวอย่างค�ำสั่งตรวจสอบ Runtime เป็น GPU ด้วยไพทอร์ช (PyTorch)

บรรทัดที่ โปรแกรม

1 import torch #การน�ำเข้าไลบรารี PyTorch

2 if torch.cuda.is_available():
#การตรวจสอบว่า CUDA (ที่ใช้ในการท�ำงานกับ GPU) พร้อมใช้งานหรือไม่

3 print(f"CUDA is available. Device name : {torch.cuda.get_device_name(0)}")

4 else:

5 print("CUDA is not available. Using CPU.")

ผลลัพธ์

CUDA is available. Device name : Tesla T4 ดังแสดงในรูปที่ 1.11

รูปที่ 1.11 การแสดงผลลัพธ์จากการตรวจสอบ Runtime เป็น GPU ด้วยไพทอร์ช (PyTorch)

จากรูปที่ 1.11 แพลตฟอร์ม CUDA (Compute Unified Device Architecture) เป็น

แพลตฟอร์มการประมวลผลแบบขนาน (Parallel Processing)2 และ API ที่พัฒนาโดยบริษัท

เอ็นวเิดยี (NVIDIA) ซึง่ช่วยให้ซอฟต์แวร์สามารถใช้ความสามารถจากการประมวลผลของ GPU 

(Graphics Processing Unit) เพื่อเร่งความเร็วในการค�ำนวณต่าง ๆ  ได้ จากผลลัพธ์แสดง

ว่ารุ่นของ GPU ที่พร้อมพร้อมใช้งานในระบบคือ Tesla T4 ซึ่งเป็น GPU ส�ำหรับศูนย์ข้อมูล

ที่ออกแบบโดยเอ็นวิเดียนิยมใช้ ในบริการคลาวด์ เช่น กูเกิลคลาวด์ (Google Cloud) หรือ 

2	การประมวลผลแบบขนาน (Parallel Processing) ท่ีมกีารประมวลผลข้อมลูหลาย ๆ  ชดุพร้อมกนัโดยใช้หลายหน่วยประมวลผล 
(Processors) หรือหลายอุปกรณ์ เช่น CPU หรือ GPU แทนการประมวลผลทีละชุดทีละชุด ซึ่งจะช่วยให้สามารถท�ำงาน
ได้เร็วขึ้นและมีประสิทธิภาพมากขึ้น โดยเฉพาะในงานที่มีการค�ำนวณที่ซับซ้อนหรือมีข้อมูลจ�ำนวนมาก
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แอมะซอนเว็บเซอร์วิส (AWS) ส�ำหรับ Tesla T4 เป็น GPU ที่อยู่ในซีรีส์เอ็นวิเดียเทสลา 

(NVIDIA Tesla) ซึ่งได้รับการออกแบบมาเพื่อให้เหมาะสมกับการท�ำงานด้านการเรียนรู้ของ

เคร่ือง และการเรียนรู้เชิงลึกที่ต้องการการค�ำนวณท่ีมีประสิทธิภาพสูง เมื่อท�ำการก�ำหนด 

Runtime เป็น GPU เรียบร้อยแล้ว จะสามารถใช้สมรรถนะต่าง ๆ  ของ GPU ได้โดยอัตโนมัติ

1.8.2 การเรียกใช้ชุดข้อมูลที่กูเกิลไดรฟ์ (Google Drive) 
ในกรณีที่มีชุดข้อมูล (Data Set) ขนาดใหญ่ ตัวอย่างเช่นชุดข้อมูลการท�ำธุรกรรมทาง 

การเงินของลูกค้าธนาคารย้อนหลัง 10 ปี ชุดข้อมูลภาพผลไม้จ�ำนวน 10,000 ภาพ (ประกอบ

ด้วยผลไม้จ�ำนวน 100 ชนิด และชนิดละ 100 ภาพ) หรือชุดข้อมูลเสียงไอของโรคเกี่ยวกับ

ทางเดินหายใจจ�ำนวน 23,000 คลิป (มีขนาดรวมทั้งสิ้น 40.15 กิกะไบต์) เป็นต้น เมื่อน�ำไฟล์

ชุดข้อมูลเหล่านี้จัดเก็บไว้ที่กูเกิลไดรฟ์และต้องการเรียกใช้ซึ่งสามารถใช้ค�ำสั่ง drive.mount() 

เพื่อเชื่อมต่อกบักเูกลิไดรฟ์ โดยในกเูกลิโคแลบสามารถใช้ค�ำสัง่ google.colab.drive.mount() 

เพื่อเชื่อมต่อระหว่างกูเกิลไดรฟ์กับโคแลบ (Colab) 

ตัวอย่างค�ำสั่ง drive.mount()

บรรทัดที่ โปรแกรม

1 from google.colab import drive

2 drive.mount('/content/drive')

เมื่อรันค�ำสั่ง drive.mount() ระบบจะให้ลิงก์ (Link) ไปที่กูเกิลไดรฟ์เพื่อขออนุญาต 

การเข้าถึงกูเกิลไดรฟ์จากอีเมลให้คลิกที่ปุ่ม Connect to Google Drive เพื่อเชื่อมต่อระหว่าง

กูเกิลไดรฟ์และโคแลบ ดังแสดงในรูปที่ 1.12

รูปที่ 1.12 การขออนุญาตการเข้าถึงกูเกิลไดรฟ์จากกูเกิลโคแลบ
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