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คำนำ 

 

ในปัจจุบันปัญญาประดิษฐ์ได้กลายมามีบทบาทสำคัญในชีวิตประจำวันมากข้ึน ปัญญาประดิษฐ์

ไม่เพียงถูกนำมาใช้เพียงเพ่ือสร้างความสะดวกสบายในชีวิต แต่กลายมาเป็นเครื่องมือในการประกอบธุรกิจ 

หรือเป็นเครื่องมือท่ีถูกใช้ในชีวิตประจำวันมากข้ึน เครือข่ายประสาทเทียมเป็นปัญญาประดิษฐ์ตัวหนึ่งที่ถูก

พูดถึงเป็นอย่างมากในปัจจุบัน เนือ่งจากมีความสามารถท่ีสูงกว่าปัญญาประดิษฐ์หลายๆ ตัวในอดีตเป็นอย่าง

มาก สามารถถูกนำไปประยุกตใ์ช้ในงานประยุกต์ที่หลากหลาย เป็นที่น่ายินดีว่า ในปัจจุบันการสร้าง

ปัญญาประดิษฐ์ประเภทเครือข่ายประสาทเทียมสามารถทำได้ง่ายมาก มีเครื่องมือที่ช่วยพัฒนามากมาย 

รวมถึงมีตัวอย่างที่มาพร้อมกับฐานข้อมูลให้สามารถทำตามได้อย่างง่ายดาย นักพัฒนายังสามารถสรา้งโดยใช้

เวลาไม่มากโดยทีไ่ม่จำเป็นที่ต้องมคีวามรู้ทางทฤษฎีก็สามารถสร้างได้ อย่างไรก็ดีความง่ายนี้ก็มีข้อเสยีเช่นกัน 

มีนักพัฒนาจำนวนมากสามารถสรา้งเครือข่ายประสาทเทียมได้ แตอ่าจมีนักพัฒนาจำนวนไมม่ากนักที่มีความ

เข้าใจในหลักการหรือทฤษฎีที่เกี่ยวข้องที่มีอยู่จำนวนมาก รวมถึงสามารถอธิบายการทำงาน ปรบัตั้งการ

ทำงานให้เหมาะสมมากกว่าใช้การลองผิดลองถูก หรือสามารถประยุกต์ต่อไปในในงานประยุกต์อื่นๆ ที่

แตกต่างไปหรือที่ซับซ้อนมากขึ้นได้ หนังสือเล่มนี้จึง “ไม่” เน้นสอนวิธีการสร้างเครือข่ายประสาทเทยีม หรือ

อธิบายคำสั่งในการสร้าง แต่เน้นท่ีการสร้างความเข้าใจถึงทฤษฎีที่อยู่เบื้องหลัง ด้วยตัวอย่างง่ายๆ ที่เช่ือมโยง

กับทฤษฎี เพื่อให้ความเข้าใจการทำงานของเครือข่ายประสาทเทยีม เพื่อเตมิเตม็ความรู้ของนักพัฒนาให้

สมบูรณ์มากยิ่งข้ึน ผู้เขยีนมีความคาดหวังว่า ผู้อ่านจะสามารถมีความรู้พื้นฐานท่ีมากพอที่จะเข้าใจหลักการ

และเหตุผลที่อยู่เบื้องหลังชุดคำสั่งในการเครือข่ายประสาทเทียมทีม่อียู่มากมายในอินเทอรเ์น็ต มีความรู้มาก

พอในการความเข้าใจในสิ่งที่นักพัฒนาท่านอื่นกำลังทำหรือกำลังให้เหตุผล (จากแหล่งเรียนรู้ทั่วโลก) และ

ท้ายสุดจะสามารถทำให้เกดิปัญญาประดิษฐ์ท่ีมคีุณภาพของคนไทยต่อไปในอนาคต   

 

   ทวีชัย อวยพรกชกร 
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บทท่ี 1. ระบบประสาทเทียม  

1.1 ความหมายของระบบประสาทเทียม  

  ระบบประสาทเทียม (artificial neural network) เป็นคำเรียกของการนำระบบการคำนวณโดยใช้

หน่วยประมวลผล ซึ่งอาจจะเป็นคอมพิวเตอร์หรือไม่กไ็ด้ มาใช้ในการประมวลผลในลักษณะเดียวกบัสมอง

ของมนุษย์ สมองของมนุษย์นั้นใช้นิวรอล (neural cell) จำนวนมากที่ทำงานร่วมกันจนเกิดเป็น “ความจำ”, 

“ประสบการณ์”, และ “ความฉลาด” โดยอาศัยการ “เรียนรู้” ทั้งนี้ในปัจจุบัน นักวิทยาศาสตร์ทราบแต่เพียง

หน้าท่ีการทำงานคร่าวๆ ของสมองเท่านั้น เช่น สมองส่วนด้านข้าง (temporal lobe) ใช้สำหรับการ

ประมวลผลด้านการได้ยิน สมองสว่นหลัง (occipital lobe) ใช้สำหรับการประมวลผลด้านการมองเห็น แต่

นักวิทยาศาสตร์ไมส่ามารถระบุไดว้่านิวรอลเซลลส์่วนใด ทำหน้าทีใ่นการจำเสยีงพูดของพ่อแม่ ใช้แยกแยก

เสียงสตัว์ ใช้จดจำใบหน้าของเพือ่น เนื่องจากนิวรอลเซลล์ทั้งหมดทำงานประสานกัน  มีการรายงานไว้ว่า

มนุษย์ 1 คนมีจำนวนนิวรอลเซลล์ถึงประมาณ 1011 เซลล์ (แสนล้านเซลล์) โดยแตล่ะเซลล์จะเชื่อมต่อกับ

นิวรอลเซลล์อื่นถึง 10,000 นิวรอล  

 นิวรอลเซลล์แต่ละเซลล์นั้นประกบอด้วยส่วนของ cell body ที่ทำให้หน้าท่ีเป็นหน่วยประมวลหลัก 

มี axon ที่มีลักษณะเป็นเป็นหางสำหรับโยงไปเช่ือมกับนิวรอลเซลล์อื่น ที่ปลายของ axon จะม ี axon 

terminal จำนวนมากที่จะโยงไปเช่ือมกับนิวรอเซลล์อื่นผ่านทาง dendrite ที่อยู่ใกล้กับ cell body (รูปที่  

1-1) เมื่อนิวรอลเซลล์ต้องการส่งสญัญาณไปยังร่างกายส่วนอ่ืนๆ เช่น สมองส่วน motor (ท่ี motor lobe อยู่

ที่ส่วนบนของสมอง) ต้องการสั่งใหม้ือมีการเคลื่อนไหว นิวเคลยีส์ของ cell body จะผลิต neurotransmitter 

ซึ่งเป็นสัญญาณทางเคมีจากสมองส่งไปทางทาง axon และเกิดการ synapse ในการส่ง neurotransmittion 

จากนิวรอลเซลล์หนึ่งไปอีกนิวรอลเซลล์หนึ่ง (ในท่ีนี้จะส่งจากนิวรอลเซลล์หนึ่งไปอีกหลายๆ เซลล์) นิวรอล

เซลล์ที่ไดร้ับ neirotransmittion ผ่านทาง dendrite จากประมวลผลและส่ง neurotransmittion ต่อไป

เรื่อยๆ สญัญาณจากสมองจึงจะแรงข้ึนเรื่อยๆ จนมากพอท่ีจะสัง่การให้เกิดการเคลื่อนไหวของมือ การ
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เคลื่อนไหวของมือสามารถถูกพัฒนาให้สามารถใช้งานได้คล่องแคล่วขึ้นจากการฝึกฝน เนื่องจากทุกครั้งท่ีมี

การสั่งการใหม้ือเคลื่อนไหว (หรอืกล่าวได้ว่าเป็นการฝึกฝน) นิวรอลเซลล์จะไดร้ับออกซิเจนและสารอาหาร

เพื่อใช้ในการผลิต neurotransmittion ซึ่งทำให้นิวรอลเซลล์นั้นๆ มีความแข็งแรงข้ึนเรื่อยๆ ตามจำนวนครั้ง

ที่ฝึกฝนหรือเรียนรู้ แต่หากนิวรอลเซลล์ใดๆ ไม่ได้ถูกใช้งาน เช่น การท่องจำเรื่องราวหนึ่งๆ แล้วไม่ได้นำเรื่อง

ที่ท่องจำนั้นมาใช้เลย นิวรอลเซลล์ที่เกี่ยวข้องกับการจำเรื่องราวนั้นๆ ก็จะไม่ได้รับออกซิเจนหรือสารอาหาร

มากนัก จนท้ายสดุแล้วสมองก็จะลืมเรื่องราวนั้นๆ ไปเอง ดังนั้นจะสังเกตได้ว่าสมองมีกระบวนการจำจากการ

เรียนรูโ้ดยอาศัยเครือข่ายของนิวรอลเซลล์  

ด้วยลักษณะการทำงานเช่นนี้นักวิทยาศาสตร์จึงสร้างโมเดลการคำนวณให้มีลักษณะเดียวกับ

เครือข่ายของนิวรอล กลายเป็นเครือข่ายประสาทเทียม (artificial neuron network หรือ ANN) ความฉลาด

ของของ ANN นั้นไม่ได้เกิดจากการโปรแกรมความฉลาดให้ตั้งแต่เริ่มต้น แต่เกิดจากการสอนด้วยข้อมลูที่มีอยู่

หรือให้เรียนรู้จากประสบการณ์เอง อย่างไรก็ดี ANN นั้นมีจำนวนนวิรอลที่น้อยกว่าจำนวนนิวรอลที่มใีนสมอง

มนุษย์มากๆ โดยอาจมีเพยีงประมาณ 1,000 – 2,000 เซลล์เท่านั้น (เทียบกับจำนวนนิวรอลของสมองที่ 1011 

เซลล์) หากพิจารณาจากจำนวนนิวรอลเซลล์ ความฉลาดที่ ANN ทำได้นั้นจึงเทียบไมไ่ด้เลยกับสมองมนุษย์ แต่

ลักษณะงานท่ี ANN เอาไปใช้นั้นมกัจะกำหนดให้ทำงานเฉพาะอย่าง เช่น การอ่านตัวหนังสือจากรูปภาพ การ

ค้นหาหน้าบุคคลจากภาพ การกรองสัญญาณรบกวนออก งานประยุกต์ของ ANN จึงมคีวามเฉพาะเจาะจง

มากกว่า ซึ่งทำให้จำนวนนิวรอลเซลล์ในระดับพันตัวสามารถทำงานได้ ทั้งนี้นั้น ANN จะถูกประมวลผลบน

หน่วยประมวลผล ซึ่งอาจเป็นเครื่องคอมพิวเตอร์ โทรศัพท์มือถือ ซึ่งในปัจจุบันเทคโนโลยีการประมวลผล

เหล่านีส้ามารถทำได้ด้วยความเร็วที่สูงมาก ด้วยความที่หน่วยประมวลผลทำงานได้เร็วและจำนวนนวิรอลไม่

มาก ทำให้ ANN สามารถคิดและประมวลผลให้เสร็จได้เร็วในระดับนาโนหรือไมโครวินาที ผิดกับสมองมนุษย์

ที่มีการส่งสญัญาณด้วยข้อมูลทางเคมีและมีจำนวนนิวรอลเซลลม์าก สมองมนุษย์สามารถตอบสนองต่อสิ่ง

กระตุ้นด้วยความเร็วประมาณ 100-500 มิลลิวินาที ซึ่งถือว่าช้ากว่าคอมพิวเตอร์เป็นอย่างมาก การนำ ANN 

ไปใช้ในทางปฏิบัติจึงมักนำไปใช้กบังานประยุกต์ที่มลีักษณะการทำงานเฉพาะจง ทำงานซ้ำๆ และต้องการ

ความเร็วสูง เช่น การนำ ANN ในการหาตำแหน่งของวัตถุและนำไปควบคุมการหยิบวัตถุให้แม่นยำ เปน็ต้น  
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ระบบประสาทเทียมจึงเป็นเทคนิคในการพัฒนากระบวนการเรียนรู้ของเครื่องจักร (machine 

learning) วิธีการหนึ่งในการนำไปพัฒนาปัญญาประดิษฐ์ (artificial intelligence) ซึ่งแท้จริงแล้วเทคนิคการ

พัฒนาระบบการเรียนรู้ให้กับเครื่องจักรยังมีอีกหลายวิธี แต่ด้วยความแม่นยำของเทคนิค ANN จึงทำให้เป็นที่

กล่าวถึงมากที่สุดในปัจจุบัน สิ่งที่ควรทราบหนึ่งเกี่ยวกับระบบประสาทเทียมคือช่ือเรียกท่ีเปลี่ยนไปตามยุค

สมัย แม้ว่าคำว่า “ระบบประสาทเทียม” จะถูกกล่าวถึงและถูกเรียกเป็นเวลานาน แต่ในปัจจุบัน

นักวิทยาศาสตร์เช่ือว่าระบบประสาทเทียมยังห่างไกลกับระบบประสาทของมนุษย์ รวมถึงมีกระบวนการ

ทำงานท่ีซับซ้อนของนิวรอลเซลลห์ลายอย่าง ที่ระบบประสาทเทียมไมไ่ด้นำมาพิจารณาหรือยังไมส่ามารถทำ

ได้ ประกอบกับในปัจจุบันมีเทคนิคของระบบประสาทเทียมใหม่ๆ ที่มีโครงสร้างของเครือข่ายที่แตกต่างไป

จากการทำงานของระบบประสาทของมนุษย์ด้วย ในปัจจุบันจึงมักไม่ถูกนิยมเรียกว่าระบบประสาทเทียมอีก

ต่อไป แต่จะเรียกว่า “ระบบการเรียนรู้เชิงลึก (deep learning)” แทน สำหรับโครงสร้างของ ANN ที่นิยมใช้

ในอดีต จะกลายเป็นเพียงส่วนประกอบหน่ึงของโครงสร้างของเครือข่าย deep learning สมัยใหม ่ ซึ่งใน

ปัจจุบันจะเรียกว่า “full-connected network” แทน (ซึ่งจะกล่าวถึงต่อไปในภายหลัง) อย่างไรก็ดีเนือ้หาใน

เอกสารนี้ท้ังหมดจะยังคงใช้คำว่าระบบประสาทเทียม (หรือ ANN) เพื่อความง่ายในการอธิบาย  

 

รูปที่  1-1 ลักษณะของนิวรอลเซลล์และการเช่ือมต่อ  

Nucleus

Dendrites

Cell body (SOMA)

Axon

Axon terminal

Synapse
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1.2 ความเข้าใจผิดเกี่ยวกับระบบประสาทเทียม  

  ระบบประสาทเทียม มักจะถูกเข้าใจว่าเป็นระบบทีส่ามารถเรยีนรูไ้ดทุ้กสิ่ง สามารถที่จะทำงานแทน

มนุษย์ได้ในลักษณะของปัญญาประดิษฐ์ที่คิด เรียนรู้ และตดัสินใจได้เอง ความเข้าใจนี้อาจเป็นจริงในอนาคต

แต่ถือว่าไม่ถูกต้องในปัจจุบัน เนื่องจากโมเดลการคิดตดัสินใจ (หรืออาจเรียกว่าสมองกล) ของปัญญาประดิษฐ์

ที่ใช้ระบบประสาทเทียม ยังมีความซับซ้อนน้อยกว่าระบบสมองของมนุษย์อย่างเปรียบเทียบไมไ่ด ้ (อาจ

พิจารณาได้จากจำนวนนิวรอลเซลล์ก็ได้) ดังนั้นความฉลาดของปัญญาประดิษฐ์จึงอยู่ในขอบเขตที่จำกัด ที่

สำคัญคือ ความฉลาดของหรือความแม่นยำของระบบประสาทเทียมนั้นข้ึนกับการสอนเป็นสำคัญ ซึ่งปกติแล้ว

มนุษย์จะต้องเป็นผู้เตรียมข้อมูลให ้ซึ่งข้อมูลที่นำมาสอนอาจมีอยู่อยา่งจำกัด หรือข้อมลูที่นำมาสอนอาจนำมา

จากสภาวะแวดล้อมหนึ่งท่ีเหมาะสมกับบริบทหนึ่งแต่อาจไม่เหมาะกับอีกสภาวะแวดล้อมอ่ืนกไ็ด้ ตัวอย่างเช่น 

การทำลายพฤติกรรมการซื้อของของคนไทย อาจไมเ่หมือนหรือแตกต่างโดยสิ้นเชิงกับคนฝรั่งเศส เป็นต้น 

ดังนั้นความฉลาดของระบบประสาทเทียมจึงมีอยู่จำกดั อย่างไรก็ดี แม้ว่าความฉลาดของระบบประสาทเทียม

จะสู้กับความฉลาดของมนุษย์ไมไ่ด้ (กล่าวอีกนัยหนึ่งระบบประสาทเทียมต้องการเลียนแบบสมองมนุษย์ที่มี

ความฉลาดมากกว่า) แต่กส็ามารถฉลาดกว่ามนุษยไ์ดเ้ช่นกันถ้าข้อมูลที่นำมาสอนมีความหลายหลากมากกว่า 

เช่น หากสอนระบบประสาทเทียมด้วยข้อมูลคนเป็นโรคเบาหวานดว้ยการนำข้อมูลสถิตมิาจากทั่วโลก ความ

ถูกต้องในการตรวจคดัคนเป็นเบาหวานด้วยระบบประสาทเทียมก็จะมีความแม่นยำมากกว่า หรือในกรณีของ

คอมพิวเตอร์ที่เล่นหมากรุกชนะมนุษย์ ก็เกิดจากการปอ้นข้อมูลการเล่นของนักเล่นท่ัวโลกและให้

คอมพิวเตอรล์องเล่นกับคอมพิวเตอร์ด้วยตัวเองด้วย  

 

1.3 โมเดลของนิวรอลในระบบประสาทเทียม  

นักวิทยาศาสตร์ได้พัฒนาโมเดลทางคณิตศาสตร์ที่มาเทียบเคียงกับนิวรอล 1 เซลล์ได้ดังรูปที่  1-2  
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รูปที่  1-2 โมเดลทางคณติศาสตรข์องนิวรอล 1 เซลล์  

 

Dendrite ของนิวรอลจะแทนด้วยอินพุต (input) ของโมเดลนิวรอล (p) ส่วน axon terminal ของ

นิวรอลจะแทนด้วยเอาต์พตุ (output) ของโมเดลนิวรอล (a) ในส่วนของ cell body ที่เป็นตัวประมวลหลัก 

ในโมเดลของนิวรอลจะใช้สมการง่ายคือให้นำผลรวมของการคณูอินพุตแต่ละตัวด้วยค่าน้ำหนัก (weight) (w) 

บวกกับค่าถ่วงน้ำหนัก (bias) (b) โดยผลรวมนี้จะเรียกว่า summer output (n) ซึ่งจะถูกนำไปคำนวณต่อใน 

activation function (f) เพื่อให้ได้ output ต่อไปด้วยสมการ (1-1) ดังนั้นการเขียนแทนนิวรอล 1 เซลล์จึง

อาจเขียนแบบรูปที่  1-2 หรือสมการ (1-1) ก็ได้ 

 ( )bwbfa +=  (1-1) 

 

Nucleus

Dendrites

Cell body (SOMA)

Axon terminal

S p
w

b

f
n

a

a=f(wp+b)
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 ทั้งนี้ในส่วน transfer function หรือ activation function (ปัจจุบนันิยมเรยีกในช่ือน้ีมากกว่า) นั้น

สามารถเลือกใช้ได้ ดังแสดงตัวอยา่งในตาราง  1-1 จะเห็นว่ามีเลอืกใช้ได้หลายอย่าง ซึ่งสมการเหล่านี้เป็น

สมการพื้นฐานท่ีพบได้ในโปรแกรมที่ช่วยคำนวณทางคณติศาสตร์ทัว่ไป อย่างเช่น matlab เป็นต้น ลักษณะ

ของความสัมพันธ์ของสมการนั้นได้แสดงในตารางแล้ว ซึ่งแต่ละฟังก์ชันมีความเหมาะสมในการนำไปใช้งานท่ี

แตกต่างและมีรายละเอียดที่แตกตา่งกัน ยกตัวอย่างเช่น ในกรณีที่ output เป็นการทำนายโรคว่าจะเป็น

หรือไมเ่ป็น (มีไดเ้พียง 2 สถานะ ในที่น้ีกำหนดให้เป็น 0 และ 1) จะสามารถใช้ฟังก์ชัน hard limit ก็ได้ ซึ่ง

กรณีที่ summer output (n) มคี่าน้อยกว่าศูนย์ (ไมจ่ำกัดว่าน้อยกว่าเป็นค่าเท่าไหร่) ผลลัพธ์จะเปน็ 0 แต่

หากมากกว่าหรือเท่ากับ 0 ผลลัพธ์จะมีค่าเป็น 1 ซึ่งคุณสมบัติเช่นนี้อาจไม่เหมาะสมในบางลักษณะงาน เช่น 

หาก n มีค่าเป็น -0.000001 กับ 0 ผลลัพธ์ (a) จะแตกต่างกันโดยสิ้นเชิง คือ 0 กับ 1 ซึ่งการใช้ฟังก์ชัน log-

sigmoid อาจจะได้ผลลัพธ์ที่ดีกว่า เนื่องจาก a จะมีค่าที่ไม่แตกต่างกันมากเกินไป   

อนึ่ง เป็นที่สังเกตว่าในโมเดลนิวรอล 1 โมเดล ใน 1 นิวรอลจะมีเอาต์พุตได้เพียง 1 เอาต์พุต

เท่านั้น ซึ่งคุณลักษณะนี้เป็นตัวอย่างหนึ่งทีทำให้โมเดลนิวรอลแตกต่างจากนิวรอลเซลล์จริงๆ   

 

ตาราง  1-1  Activation function ที่ใช้ในการสรา้งโมเดลของนิวรอล  

Name Formula Symbol MATLAB 
function 

Hard Limit 0 0a n=   

1 0a n=    

hardlim 

Symmetrical Hard Limit 1 0a n= −   

1 0a n= +    

hardlims 

Linear a n=  

 

purelin 
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Name Formula Symbol MATLAB 
function 

Saturating Linear 0 0a n=   

0 1a n n=    

1 1a n=   
 

satlin 

Symmetric Saturating Linear 1 1a n= −  −  

1 1a n n= −    

1 1a n=   
 

satlins 

Log-Sigmoid 1

1 n
a

e−
=

+
 

 

logsig 

Hyperbolic Tangent Sigmoid n n

n n

e e
a

e e

−

−

−
=

+
 

 

tansig 

Positive Linear (Rectified 
Linear Unit - RELU) 

0 0a n=   

0a n n=    

poslin 

 

 

1.4 โมเดลของนิวรอลแบบหลายอินพุต (Multiple-input neuron)  

ในกรณีที่มีหลายอินพุตนั้น การเขยีนแทนด้วยภาพจะมีความยุ่งยากมากขึ้นดังแสดงในรูปที่  1-3 (ซ้าย) 

เพราะเขยีนแสดงด้วยเส้นตามจำนวนของอินพุต การเขียนที่ดูง่ายขึ้นและมีความสอดคล้องกับการเขยีนใน

ลักษณะของสมการคณิตศาสตร์จะแสดงในรูปที่  1-3 (ขวา) ซึ่งจะนำเมตริกซ์มาช่วยในการแสดงจำนวน

อินพุต ในทีน่ี้จะเห็นว่าจำนวนอินพุตจะเท่ากับ R หรืออาจเขยีนด้วยเมตริกซ์ ℝRx1 หรือ ℝR ซึ่งเปน็

เวกเตอร์ของอินพุต ในส่วนของ W นั้นจะเขียนแทนด้วยเมตริกซ์ขนาด ℝ1xR  และ b จะเป็น scalar (หรือ

เป็นเมตริกซ์ขนาด ℝ1x1) ผลลัพธ์จากการคณูจะกลายเป็น scalar เสมอ ท้ัง n และ a ด้วยลักษณะนีก้าร
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เขียนสมการจะเปลีย่นไปเล็กน้อยดังแสดงในสมการ (1-2) ตัว W จะกลายเป็นพิมพ์ใหญ่และหนา แสดงถึง

ความเป็นเมตริกซ์ส่วน p จะเป็นตวัพิมพ์เล็กและหนา แสดงถึงความเป็นเวกเตอร์ ส่วน a และ b จะเปน็ตัว

เอียงพิมพ์เล็กแสดงถึงความเป็น scalar 

 a=f(Wp+b) (1-2) 
 

 

รูปที่  1-3 ตัวอย่างการเขียนนิวรอลแบบหลายอินพุต 

 

1.5 โมเดลของนิวรอลแบบหลายอินพุตหลายเอาต์พุต (Multiple-input 

multiple-output neuron) 

เนื่องจากโมเดลของนิวรอลนั้น 1 นิวรอลมไีด้เพียง 1 เอาต์พุต ในกรณีที่มีหลายเอาต์พุต จะต้องมี

หลายนิวรอลในโมเดลเช่นกัน (รูปที่  1-4) ซึ่งในตัวอย่างในรูปมี S เอาต์พุต จะต้องมี S นิวรอลในโมเดล ซึ่งจะ

สังเกตเห็นว่าทุกอินพุตจะต้องเป็นอินพุตของทุกนิวรอลด้วย ซึ่งทำให้มีจำนวน w เพิ่ม ด้วยลักษณะโครงสร้าง

เช่นนี้หากเขียนแทนด้วยลักษณะของเมตริกซ์แล้วจะแสดงในรูปที่  1-4 (ขวา) โดย a จะเป็นเมตริกซ์ขนาด 

ℝSx1 หรือ ℝS ส่วน b จะมีเท่ากับจำนวนของนิวรอลหรือเป็นเมตริกซ์ที่ขนาดเท่ากับ a ในส่วนของ W นั้น

จะกลายเป็นเมตริกซ์ขนาด ℝSxR ซึ่งจะสังเกตได้ว่า จำนวนแถวของ W จะเท่ากับจำนวนนิวรอล ส่วนจำนวน

หลักของ W จะเท่ากับจำนวนอินพุต รูปแบบของเมตริกซ์ท่ีเกีย่วข้องจะแสดงในรูปที่  1-5 และสมการ (1-3) 
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จะสังเกตได้ว่า b และ a จะกลายเป็นเว็กเตอร์ ส่วน activation function จะเขียนด้วยตัวหนา เนื่องจาก

เกี่ยวข้องหลายสมการ (แต่ละนิวรอลแทน 1 สมการ) รูปแบบการเขยีนของสมการ (1-3) เป็นที่นิยมมากท่ีสุด 

เนื่องจากสามารถแทนกี่อินพุตหรอืก่ีเอาต์พุตก็ได้ 

 a=f(Wp+b) (1-3) 
 

 

รูปที่  1-4 ตัวอย่างการเขียนนิวรอลแบบหลายอินพุตและหลายเอาต์พุต 
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รูปที่  1-5 ตัวแปรที่เกี่ยวข้องในสมการโมเดลของระบบประสาทเทยีม  

 

อย่างไรก็ดี รูปแบบของเครือข่ายของประสาทเทียมที่แสดงนี้นั้นจะเป็นแบบเลเยอร์เดียว ซึ่งหาก

พิจารณาจากลักษณะรปูแบบการสมการที่นำมาทำเป็นโมเดล (ดังที่แสดงในสมการ (1-3)) จะพบว่าอยู่บน
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พื้นฐานของสมการเส้นตรง เครือข่ายประสาทเทียมแบบเลเยอรเ์ดียว (single-layer neuron network) นั้น

จึงสามารถแก้ปญัหาที่อยู่ในลักษณะสมการเส้นตรงได้เท่าน้ัน ไม่สามารถแก้ปัญหาที่มีความซับซ้อนใน

ลักษณะไมเ่ป็นเส้นตรงได้ หากพิจารณาปญัหาทีไ่ม่ซับซ้อนดังเช่นใน รูปที่  1-6 หากสามารถหาเส้นตรงที่แบ่ง

ข้อมูลสีขาวและสีดำออกจากกันได้ (linear separable) จะถือว่าเป็นปัญหาที่เครือข่ายประสาทเทียมแบบเล

เยอร์เดียวทำได้ แต่หากปัญหาเปน็ไปในลักษณะของรูปที่  1-7 จะไมส่ามารถหาเส้นตรงใดๆ ได้เลย ซึ่ง

หมายความว่าไมเ่หมาะสมกับการเอาเครือข่ายประสาทเทียมแบบเลเยอร์เดียวมาใช้ หรือหากนำมาใช้ จะมี

ความผิดพลาดเกิดขึ้นได้ ซึ่งจะตอ้งพิจารณาอีกทีหน่ึงว่าความผิดพลาดข้างต้านมากน้อยเพียงไร และเป็นท่ี

ยอมรับได้หรือไม่ (ในบางครั้ง ผู้พัฒนาอาจยอมให้มีความผดิพลาดได้บ้างแลกกับความไม่ซับซอ้นในการ

แก้ปัญหา) 

 

รูปที่  1-6 การแก้ปัญหาด้วยเครือข่ายประสาทเทียมแบบเลเยอรเ์ดยีวท่ีเป็นเส้นตรง  

 

รูปที่  1-7 ปัญหาของการแก้ปัญหาด้วยเครือข่ายประสาทเทียมแบบเลเยอร์เดยีวที่ไมเ่ป็นเส้นตรง  

 

w
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1.6 เลเยอร์ของนิวรอล (Layers of neuron network) 

ปัญหาที่มีความซับซ้อนจำเป็นต้องออกแบบให้เครือข่ายของประสารเทียม มีความสามารถในการ

รองรับความซับซ้อนนั้นๆ ได้ การเพิ่มความสามารถในการแก้ปญัหาซับซ้อนทำได้โดยการเพิ่มเลเยอร์ของ

นิวรอลดังแสดงในรูปที่  1-8 ซึ่งโดยปกติจะใช้งานท่ี 2-3 เลเยอร์เท่าน้ัน ซึ่งหากพิจารณาจะเห็นว่า ผลลัพธ์

จากเลเยอร์แรกจะกลายเป็นอินพุตของเลเยอร์ถัดมา หรืออาจกล่าวได้ว่าผลลัพธ์ของเลเยอรท์ี่สองจะ

กลายเป็นสมการกำลังสอง (สมมตวิ่า activation function เป็น pure linear a2 จะมีค่า W2 (W1p1+b1) + 

b2 ซึ่งเป็นสมการกำลังสอง) เช่นเดยีวกับเลเยอร์ที่สามจะเป็นสมการกำลังสาม ด้วย order ของสมการที่สูงข้ึน

จึงทำให้สามารถแก้ปญัหาที่ซับซ้อนได้   

 

 

รูปที่  1-8 ตัวอย่างการเขียนนิวรอลแบบหลายเลเยอร ์
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 ทั้งนี้นั้น เลเยอรส์ุดท้ายจะมีจำนวนนิวรอลเท่ากับจำนวนของเอาตพ์ุต ซึ่งมักถูกเรียกว่าเอาต์พุตเล

เยอร์ (output layer) ส่วนเลเยอร์ที่เหลือจะถูกเรยีกรวมๆ ว่า hidden layer โดยอาจมีการเรยีกเลเยอร์แรก

ว่าอินพุตเลเยอร์ (input layer) ในบางครั้ง hidden layer นั้นจะมีจำนวนนิวรอลกี่ตัวก็ได้ ไม่เกี่ยวกับท้ัง

จำนวนอินพุตและจำนวนเอาต์พุต 

 จำนวนเลเยอร์ที่เพิ่มขึ้นมา ทำใหค้วามซับซ้อนของสมการในการแกป้ัญหามีมากข้ึน หากพิจารณา

ตัวอย่างอย่างง่ายในรูปที่  1-9 ซึ่งมี 2 นิวรอลในเลเยอร์แรก นิวรอลตัวแรกในเลเยอร์แรกจะเปลีย่นเหมือน

การแก้ปัญหาด้วยการหาสมการเสน้ตรงเส้นหนึ่ง ส่วนนิวรอลตัวทีส่องในเลเยอร์แรกก็จะเป็นการแกป้ัญหา

ด้วยการหาสมการอีกเส้นหนึ่ง ผลของนิวรอลทั้งสองตัวในเลเยอร์แรกจะถูกนำมารวมกัน หรือกล่าวคือเป็น

การ “and” กัน ซึ่งจะทำให้สามารถกำหนดรูปแบบการแบ่งข้อมลูจดุสีขาวและสดีำได้ซับซ้อนมากข้ึน (ในท่ีนี้ 

แทนท่ีจะใช้เส้นตรงเส้นเดียวในกรณีที่ใช้เลเยอร์เดยีว จะกลายเป็นให้หาเส้นตรง 2 เส้นท่ีสามารถแบ่งข้อมูล

ได้ในกรณีที่ใช้สองเลเยอร์ตามรูป) ในลักษณะเดียวกับตัวอยา่งในรูปที่  1-10 ที่แม้ข้อมูลดิบจะไม่สามารถหา

สมการที่แบ่งข้อมลูสองชุดที่แตกตา่งกันได้อย่างถูกต้อง แต่เมื่อข้อมลูถูกส่งผ่านเข้าเลเยอร์แรกจะถูกแปลงให้

อยู่ในรูปแบบท่ีง่ายในการแบ่ง ทำให้นิวรอลในเลเยอร์ถัดมาสามารถแก้ปัญหาให้ถูกต้องไดโ้ดยง่าย 

 

รูปที่  1-9 ตัวอย่างการแก้ปัญหาด้วยเครือข่ายประสาทเทียมแบบ 2 เลเยอร์ โดยเลเยอร์แรกมเีพียง 2 
นิวรอลและเลเยอรส์ุดท้ายมีเพียงเลเยอรเ์ดียว 
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รูปที่  1-10 ตัวอย่างการแก้ปัญหาด้วยเครือข่ายประสาทเทียมแบบ 2 เลเยอร์ เลเยอร์แรกจะแปลงขอ้มูลให้
ง่ายสำหรันเลเยอร์ถัดไปในการแกป้ัญหา 

 

หาก activation function ของนิวรอลมีความซับซ้อนมากขึ้น เชน่ เป็น non-linear function 

(เช่น sigmoid) ดังแสดงในรูปที่  1-11 การปรับเปลี่ยนค่าน้ำหนัก (w) และค่า bias (b) ของแตล่ะนิวรอลก็จะ

ทำให้การตอบสนองของเอาต์พุตทีม่ีผลมาจากอินพุตเปลี่ยนแปลงไปด้วย ดังตัวอย่างแสดงในรูปที่  1-12 

 

รูปที่  1-11 ตัวอย่างนิวรอลแบบหลายเลเยอร ์
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รูปที่  1-12 ผลจากการปรับพารามิเตอร์ ค่านำ้หนัก (w11,1) ของรูปที่  1-11 ทั้งนี้แกน x จะแทนอินพุต (p) 
ส่วนแกน y จะแทนเอาต์พุต (a) 

 ด้วยรูปแบบโครงสร้างของเครือข่ายประสาทเทียมแบบหลายเลเยอรท์ี่มีจำนวนเลเยอร์ จำนวน

นิวรอล ท่ีออกแบบได้หลายหลาย การเขียนแทนจึงอาจเขียนแทนในลักษณะต่อไปนี ้

จำนวนอินพุต-จำนวนนิวรอลในเลเยอร์ที่ 1-จำนวนนิวรอลในเลเยอรท์ี่ 2-… 

 ยกตัวอย่างเช่น 1-2-1 จะหมายถึงมีจำนวนอินพุตเท่ากับ 1 อินพุต โดยมี 2 เลเยอร์ โดยเลเยอร์แรก

จะมีจำนวนนิวรอลเท่ากับ 2 และเลเยอร์ที่สองจะมจีำนวนนิวรอลเท่ากับ 1 และเนื่องจากจำนวนเอาต์พุตจะ

เท่ากับจำนวนนิวรอลของเลเยอรส์ุดท้ายอยู่แล้ว จึงทำให้เครือข่ายนี้มีเอาต์พุตเท่ากับ 1 เอาต์พุต 
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 จำนวนนิวรอลที่มากขึ้นจะส่งผลให้ความสามารถในการแกป้ัญหาซบัซ้อนได้ดมีากขึ้น ยกตัวอย่างดัง

รูปที่  1-13 ในการสร้างเครือข่ายประสาทเทียมที่จะนำมาทดแทนการสร้างสมการ sine ที่มี 3 คาบเวลา (โดย

ใช้ trainsfer function แบบ sigmoid) โดยให้อินพุตเป็นข้อมูลในแกน x ส่วนเอาต์พุตเป็นข้อมลูในแกน y 

หากใช้เครือข่ายแบบ 1-2-1 จะทำให้เอาต์พุตมีความสอดคล้องกับรปูคลื่นเอาต์พตุ (target) ที่ต้องการเพียง

บางส่วน แต่เมื่อเพิ่มจำนวนนิวรอลมากข้ึน จะทำใหเ้ครือข่ายมีความสามารถในการคดิคำนวณให้ทดแทน

สมการ sine ได้ใกล้เคยีงมากข้ึน ซึ่งจากตัวอย่างจะเห็นว่า เครือข่ายแบบ 1-5-1 (มีนิวรอลในเลเยอรแ์รก 5 

นิวรอล) สามารถให้ผลลัพธ์ตรงกบัเอาต์พุตที่ต้องการ 

 

รูปที่  1-13 ผลจากการกำหนดจำนวนนิวรอลที่แตกต่างกัน  

 อย่างไรก็ดี การเพิ่มจำนวนนิวรอลอาจไมไ่ด้ส่งผลในแง่ดีเสมอไป (กลา่วอีกนักหนึ่งคือ ไม่ได้ทำให้

ความถูกต้องสูงขึ้นทุกครั้งไป) หากพิจารณาจากตัวอย่างใน รูปที่  1-14 ซึ่งเป็นการประมาณคำตอบของส่วน

หนึ่งของสัญญาณ sine จะพบว่า จำนวนนิวรอลในเลเยอร์แรกที่มีเพียง 2 ตัวกลับให้ผลที่ดีกว่าจำนวนนิวรอล 

9 ตัว ท้ังที่ผลจากการประมาณโดยใช้นิวรอล 9 ตัวให้ error ที่น้อยกว่าแบบ 2 ตัว (การพิจารณา error นั้น

พิจารณาจากผลรวมของความแตกต่างระหว่างข้อมลูเอาต์พุตทีไ่ด้จากเครือข่ายประสาทเทียม เทียบกบั

เอาต์พุตที่คาดหวังจริงๆ ซึ่งแม้ดดูว้ยตาแล้วผลอาจไมไ่ดด้ีกว่า แต่เมือ่รวมผลต่างแล้วอาจใหผ้ลที่น้อยกว่าก็

ได้) หรือปญัหาอาจเกดิเนื่องมาจากข้อมูลที่นำไปสอนเพื่อสร้างเครือข่ายประสาทเทียม อาจมีความผิดพลาด

1-2-1 1-3-1

1-4-1 1-5-1
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อยู่บ้าง (ซึ่งเป็นเรื่องปกติในทางปฏิบัติ) การที่เครือข่ายมีจำนวนนิวรอลมาก เครือข่ายจะเรยีนรู้ความ

ผิดพลาดนั้นไปด้วย การแก้ปญัหาในลักษณะนี้จะใช้การทำ generalization กล่าวคือ เป็นการทำเครือข่าย

ประสาทเทียมให้มคีวามซับซ้อนให้น้อยที่สุด โดยให้เกิด error ในระดับที่ยอมรบัได้ แม้ว่า error นั้นอาจไมไ่ด้

น้อยที่สุดก็ตาม ซึ่งการทำในลักษณะนี้จะทำให้เครือข่ายมีความซบัซ้อนน้อย ใช้เวลาในการสอนลดลงมาก มี

ความทนต่อข้อมูลไม่พึงประสงค์ แต่ก็ทำให้ความถูกต้องอาจต่ำกว่าคา่ที่ดีที่สุด ดังนั้นในทางปฏิบัตินั้น 

จำนวนเลเยอร์ของเครือข่ายจะมไีม่มาก (ปกติจะมีเพียง 2 เลเยอร์หรือไม่เกิน 3 เลเยอร์) รวมถึงมีจำนวน

นิวรอลไม่มากนัก (อย่างไรก็ดีขึ้นกบัลักษณะของปัญหาที่นำเครือข่ายประสาทเทียมไปใช้ด้วย) 

  
1-2-1 network 1-9-1 network 

รูปที่  1-14 ตัวอย่างผลกระทบจากการไม่ทำ generalization 

 การเลือกใช้งานเครือข่ายประสาทเทียมที่มีหลายเลเยอร์ยังมีข้อเสียอันเนื่องมาจากความสามารถใน

การแก้ปัญหาที่ซับซ้อนได้อีกประการหนึ่งคือ การสอนเพื่อประมาณหาค่าน้ำหนัก (w) และ bias (b) นั้นทำได้

ยาก ด้วยความซับซ้อนของเครือข่ายประสาทเทียมอาจพบจุดที่มีค่าความผิดพลาดในการประมาณต่ำสุด

มากกว่า 1 จุด ซึ่งแต่ละจุดนั้นมคี่าน้ำหนักท่ีแตกต่างกันโดยสิ้นเชิง ปัญหานี้ยังรวมไปถึงปัญหาเรื่อง local 

minimum ที่อัลกอริทึมในการสอน ไปตรวจพบค่าน้ำหนักท่ีไมไ่ดด้ทีี่สุด (จะกล่าวถึงต่อไปอีกครั้งหนึง่) ดังนั้น

การสอนเครือข่ายประสาทเทียมแบบหลายเลเยอร์เพื่อให้ได้มาซึ่งค่าน้ำหนักหรือ bias นั้นจีงมีความ

ยากลำบากมากกว่า ผู้พัฒนาอาจจำเป็นต้องตรวจสอบหรือทดลองซ้ำ หรือแม้แต่อาจจำเป็นต้องหาขอ้มูลเพื่อ

มาสอนเพิ่ม เพื่อให้มั่นใจได้ว่าจะได้ค่าน้ำหนักและ bias ที่เหมาะสมแล้วจริงๆ 
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 อีกตัวอย่างหนึ่งของการเลือกโมเดลของเคร ื่อข่ายประสาทเทียมแสดงดังรูปที่  1-15 หากในการ

พัฒนาเครือข่ายประสาทเทียม ไม่สามารถได้ข้อมูลที่เกีย่วข้องได้ทัง้หมด ในขณะที่ข้อมูลก็อาจไมไ่ด้มีความ

สมบูรณ์ อาจมีความคลาดเคลื่อนจากข้อมูลที่ควรจะเป็นอยูด่้วย โมเดลที่พัฒนาขึ้นจะไมส่ามารถเป็นโมเดลที่

ให้ผลที่ตรงกับโมเดลที่แท้จริง (true model) ได้ พจิารณาในเหตุการณ์ที่มีการสุ่มข้อมลูเพียงบางส่วนจาก

ข้อมูลทั้งหมดไปพัฒนาเครือข่ายประสาทเทียม (ซึ่งตรงกับสถานการณ์จริงท่ีผู้พัฒนาสามารถได้ข้อมูลเพียง

บางส่วนมาใช้พัฒนาอยู่แล้ว) หากเครือข่ายประสาทเทียมมคีวามซับซ้อน ผลที่ได้อาจมีความแตกต่างกันมาก

และแตกต่างกับโมเดลที่แท้จริงด้วย ทั้งนี้ข้ึนกับข้อมูลที่สุ่มไปได้ (model A1, A2, และ A3) ทั้งที่ผลการสอน 

(train) เครือข่ายประสาทเทียมให้ผลที่ดมีาก (เส้นกราฟผ่านทุกจุดที่ส ุ่มมาทั้งหมด) ในทางกลับกันหาก

เครือข่ายประสาทเทียมไม่มีความซับซ้อน กลับกลายเป็นว่าโมเดลกลับมีรูปร่างที่คล้ายกัน (model B1, B2, 

และ B3) แต่ผลการสอนกลับมคี่าความผดิพลาดสูง (เส้นกราฟแทบไม่ผ่านทุกจดุที่สุม่มา) ในตัวอย่างน้ีจึง

อธิบายได้เป็นอย่างดีว่า การใช้เครือข่ายประสาทเทียมที่ซับซ้อน แม้ว่าอาจจะไดผ้ลการสอนที่ดมีาก แต่ไมไ่ด้

หมายความว่าจะสามารถใช้งานไดด้ีกับข้อมูลอื่นที่ไม่ได้นำมาสอน ทั้งที่ใช้เวลาสอนมากกว่าและมี

ความสามารถในการเรียนรู้มากกว่า ในทางกลับกันเครือข่ายประสาทเทียมแบบง่ายๆ กลบัมีความสอดคล้อง

ในโมเดลที่ไดม้ากกว่า แต่ก็อาจให้ผลการสอนและผลการนำไปใช้งานจริงท่ีแย่กว่าเช่นกัน การเลือกความ

ซับซ้อนของเครือข่ายประสาทเทยีมจึงจำเป็นต้องมีความเหมาะสม ไม่ควรที่จะซับซ้อนมากไปหรือน้อยไป 
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รูปที่  1-15 สถานการณ์ตัวอย่าง ที่นำข้อมูลเพียงบางส่วนไปสร้างโมเดลเครือข่ายประสาทเทียม ท่ีจะให้ผลที่
แตกต่างกันหากโมเดลมีความซับซอ้นมากเกินไป 

 

ความซับซ้อนของเครือข่ายประสาทเทียม (model complexity) มีความเกี่ยวข้องกับความ

ผิดพลาดในการเอาเครือข่ายประสาทเทียมไปใช้จริง (prediction error) (รูปที่  1-16) โมเดลที่ไม่ซับซอ้น จะ

มีรูปแบบของโมเดลที่เป็นไปได้น้อยกว่า (variance) เนื่องจากมีจำนวนน้ำหนัก (w) และ bias (b) ที่น้อยกว่า

นั่นเอง ซึ่งมักให้ค่าความผิดพลาดสูง หากผู้พัฒนาเลือกที่จะใช้โมเดลที่ไม่ซบัซ้อนนี้ นักพัฒนามักจะใช้ความ

คิดเห็นส่วนตัว (bias) ของตนเองในการให้เหตผุลว่าผลความผิดพลาดที่ได้น่าจะ “ยอมรับได”้ แต่ในโมเดลที่มี

ความซับซ้อน จะมีรูปแบบของโมเดลที่เป็นไปได้สูงมาก ทำให้ผลการสอนให้ค่าความผดิพลาดที่ต่ำมาก 

ผู้พัฒนาไม่จำเป็นต้องอิงความคดิเห็นส่วนตัวในกรณีนี้ แตโ่มเดลน้ีมักจะใช้ไดด้เีฉพาะกับข้อมลูที่นำมาสอน

เทา่นั้น เมื่อนำไปใช้กับข้อมูลอื่นที่ไม่ได้สอน ม ักให้ค่าความผดิพลาดที่สูง ในกรณีนีผู้้พัฒนาจึงควรหาจุดที่

สมดลุของระดับความซับซ้อนของเครือข่ายประสาทเทียม (optimal complexity) ซึ่งอาจใช้เวลานาน แต่ก็

เป็นสิ่งจำเป็น 

True model

Model A1
Model B1

Model A2

Model B2

Model A3

Model B3
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