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uni 1. sEUUUsEEMNeY

1.1 AURNNYVRITTUUUSTEMNYY

szuuUszamifioy (artificial neural network) Wurisenvesnisihszuunsiwindagld
mheUsznana  Ssorvsduneufiumesvdelidld  wnldlunisusemnanaludnvasfoafuaes
youyyd auowasywdtulifizen (heural cel) Summnaivihousmiuaudadu “anus”,
“Uszaumsal”, way “anuaain” lnga1dens “Seus” ﬁaﬁh‘f]aqﬁu UNINYIENANITNIT VLGNS
wihfinshuasg  vewdwewii 1wy auesdiududne (temporal lobe) Wdwiunis
Uszananan unsiasu auesdiunas (occipital lobe) TddmSunsussananamunsiowiy we
tinAnermansliamnsassyldiniseawaddnda vimihilumsddeamavemioud 1dusnuen
Feowdnd Waesluniwesiiou ewniaseawadiommaoulsvaniu  fnnsmenulih
wywd 1 eufidnnuihseawadisUszanu 107 wad (Lauduead) lnsudazivadezidensiony

Ja50awadouid 10,000 #7508

hsoawadusazwadiuUsenuameduves cell body Avhlvimthfidumiieyussanandn

o

= Aa [ & o [y a v a o a a
1 axon ianwazidudumednsulealul@euiuinseawaadu NUaneved axon el axon
terminal $1ausnnazlesluloniviisawadduniumig dendrite Mioglnariu cell body (U

1-1) iethseawaddesnsdsdyyadludssneniedindun W auesdu motor (11 motor lobe 8y

Tduuuvesausg) Aesnisadiniedinisimaeulm Jundudves cell body AgHan neurotransmitter

2D

adudygramaaiiannaussadlunianig axon uaziinnng synapse tun1sds neurotransmittion
nnihseawaanisludniiseawaanids (uidavdsniseawaanisludnvanes waa) Tasea
WAATASU neirotransmittion W1UMe dendrite 9MNUszanaNawazas neurotransmittion el

15009 AR IUNALDIRIELIUSeYY  auunnefazdinisiiiAanisedeulmvesie s
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v
[

waeulmvesdioanansagnitmnlviasnsaldnulandeaadiiuannisinie  ewinynasand
msdmslifiewdoulmy (WSendnalddnlunsiindy) TaseawadezlisueenTiauuazansenms

wisldlun1su@n neurotransmittion @sviltaseawadiug IANULTwsAUSE089 AT IUIUATS

i = i '

Hniuvizeseus wivnniseawadlag lildgnldem 1wy nsvissdnsessrmilen udldlminges

Y

=)

v
o

Meosdwiunnldas Thseawadninerdesiunisditessniug Aezlildsuesndiaunsease s
wnidn awnegandiauesiziugosntus les dussdunaldiauedinszuiunssiainnis

Seuslagarfuintotngvesiiisoniad

Fesnuazmahauruitniermaniiaidueamasundiidnuusnfeu
wievievesiisea naneiduaieteusvanidien (artificial neuron network 1138 ANN) A LRa"0
93903 ANN TulailfiAnannslusunsuaruaaalifaudidusiu whinannsaousedeyaiiie
vielisusanuszaumsniies agslsiif ANN ufidnuihseaiitosniiuauiiiseaiifluaues
uywdnng lage1adiieaussanas 1,000 - 2,000 wadwhti (Feufusunuiseavesaussit 10"
wad) mnfiansannduiuiinseaad mnuaaiad ANN ldduiafeuldlfasfuauesuywd ue
Snvmuzandl ANN il dusnasmlihouameesng wu mesudmilidonngunim ns
AUVIENYARAIINATN NISNTBIFYAIUTUNILERN UUTEENAYes ANN FaTAUANIZIEA
wnnd Fevhliuuihseawadlussduiufansavinnuld daidu ANN AnUszInaNauY
whoUszinana dsoraduedeseuiiames Insdwidefio Fdutiagiumealuladnisuszanana
wiandasnsavildfiseuiifigunn  femuimblsmnanahauldiuasduuiseald
wn 7l ANN @nansafnuazUszananalitadalisalussauwiluviolulasiund Aadvauosuyud

P

linsdsdyaausetoyaniuaiuasiidnnuiiseawadinn  auewmyydaIuITaneuaLewmods

v '

nszAuMEANEIUsTIIA 100-500 Jad3undl Fatlehdiniimeuiiamesiluegiawnn n1sih ANN

Tllumeafiasuinilldiuanudssgndifidnuaenisiauanizas iug  uasdadnis

AVINEIES U N9 ANN TunsmsumisvesTaguaztluaiuaunsvduingliwiug [Jusiu
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sruulszamifindafumedelunmsiannnszuiunisfeuiveaniosdns  (machine
learning) E%ﬂﬁwﬁﬂumiﬁﬂﬂﬁmmﬂtymﬂiz%ﬁ (artificial intelligence) Jeuvivsaudunaianis
WanszuumaSeusliiuieiesdnsdalnans™s uishem uusiudweanaia ANN Feiilidud
nandunniigalutiigty  Adimmaunidafeniussuolsramienfedefonfiudsulunugn
afe  winidn “szuulssanidien”  azgnnandwazgnisenidunaiuie wiludagiu
tninemaniifeinssuulszamiiondeindnaiussusussamvomyed  sufsdinszuiuns
vhaufidudeuresiiiseamwaduaisedns fisuudszaniiedlilsrhaniionsanviedsliaunsar
1§ vsgnevfuluthgtuivedavesssuulszamiedlnlg  fifllassadrsveundetiefiuanssly
MNNsvhauvesssuuUsvamvesiyediie  Tulagtuidinlignisuiendssuuyssaniiiewsn
soll wivglSundn “seuunsseusiBedn (deep leaming)” uvu dmsulassasiaves ANN Pt
Tuefiin avnaneduiissdlsznouniiwedasiadwenadetny deep leaming adelumi Filu
Hagtiuaidend “full-connected network” unu (Bsagnandsioluluniendy) egrslsimidonly

v v
o

AT UNIUAETIRdlEAINSEULUSE A e (W38 ANN) Wisaudglunisasuie

, Cell body (SOMA)
7z

~”, Nucleus
7

- Dendrites
-

Axon terminal

7/
Synapse

JUN 1-1 dnuaizvesiiisoaaduasnsideuse
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1.2 AU laRANeINUTTUUUSE ALY

Y a

szuuUssaiiey dnazgnidiladnussuuiianuisadeuslavnds awnsofivevhauun

q

saa = o

uyudlaludnvazvaslygyiUszivnnn Sous wasdedulalies anudilatioraduasddusuien

) Y

witedhignaadludegiu Wiesnnluwansfindnduls (M3eenakenitaueina) veslyyusshvg

=

ldsguulssamidioy  dadlanududeutipunitsvuvanewewyudegiuvioudeulild (919
Rsanldanduuiiiseawadnle) éﬁ’ﬁﬁummammaﬁ]zgzywszﬁwﬁ%ﬂag”lmauLﬁum‘ﬁ'aﬁ’w il
dftie AmuaanvemiermukiugwesszuuUsEamiendututunsaeududdy Faunfuds
uywdazseadugioudeyals dedoyaiinnasueieiiogetisdiiin viedeyaihiunasuetatinn
Mnanzndeunidiminzanfuuivmmiuseslivenzfudnanmzwindondufly fegagu
mMsvhanenginssumstevemwesnulne  o1vhimieurdeunnsdlnedudeiuaudSuse  Hudu

v
v o =

AatuaNaaInvesssuLUssaiisndadiegdnin egelsid wliharuaainvesssuulssamidiey
wdiumnuaanvemyudlilld  (nadndevilszruuussamifisusesnsidounuuanouywdi
AmaaAnndY) uifasnsoaaaninuywdldiguiuideyaihisnasuiiaamansvannannnin
WU ynaeusruuUszamifisuseteyanudulsaummusemahdeysadfunainilan A
gnsadlunsmsadnnuduummuiessuulssamidenfssiianuwingrunnnd vislunsdives

AN MBS TEUMIININYUTUY WY Annarnnisteudeyanisiauresinauiilanuazli

ABUNADIABLAUNUADNNILADSAILFLDIN Y

1.3  lumavesiiasealuszuuyseaniiay

dnineneanslaimnlumanadamansiuieufosivinges 1 wadladagun 12
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. Cell body (SOMA)
-7, Nucleus

. Dendrites

Axon terminal

p— My
T
b
a=

f(wp+b)

U 1-2 lumanendnaansvedingea 1 wad

Dendrite ¥04t150aazunumeduns (input) vadlunaiiazes (p) @ axon terminal ves
Thseaasunuielodnm (output) vesluinatingen (a) ludwues cell body Mufuszanandn
Tuleavesiiiseaselfaumshefelvinasuvesnmsaudunausazdadoatintn (weight) (w)
wanfuendasimin (bias) (b) TnerasaudiaziFends summer output (n) Fsazgninluduansiely

activation function (f) Weluls output selumeaunis (1-1) asluns@euunuiingea 1 wadds

o deuuuUgURl 12 viseauns (1-1) Als

a= f(wb+h) (-0
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aiiludu transfer function 3o activation function (Yagtufieudenludethnnniy) du
ansadenldly fuanwnegdumse 11 asduiildenldldvarsedne Fsaumsvaniliu
aumstiugruinuldlulsunsufivissunamsedamansily sty matlab Dufy Snve
vasruduiusvesaumstilduandlumsuds Fusasilaiduiamumnzanlunmshluldod
wanssazisavSeniiuansiety ndregraty lunsdil output Jumsvhuelsainasdu
viselidu @ies 2 danue Tuiidimmualidu 0 waz 1) szaunsaldiled®u hard tmit fl¢ 3
nsdift summer output (n) frrdfesningud (hisranindosninduriilug) wadwsozidu o u
mmnAimieriiiu 0 nednsaziiindu 1 SsnuaniRduionldunealuudnuueny W
win n Sy -0.000001 AU 0 HadWS (a) avumnsnsiulaeduds fo 0 Ay 1 Fannsléflaidu Log-

'
' =

sigmoid 193¢ lANaaNENANTT e a agdiAfldunnansiunnniuld

aila Wuidunainlulueatiasea 1 luea Tu 1 Grseasziiidnaliiies 1 widnn

Wiy Jesnaudnvariludiegrmdaiiiililunaiisseauwnndnsniniiseawadase

M1519 1-1 Activation function fltlunisasnslumavesiisea

Name Formula Symbol MATLAB
function
Hard Limit a=0 n<0 _ hardlim
a=1 nx0 —
Symmetrical Hard Limit a= _]_ n< O - hardlims
a=+1 n>0 —
Linear a=n i purelin
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Name Formula Symbol MATLAB
function
Saturating Linear a=0 n<0 satlin
a=n 0<n<l /
a=1 n>1
Symmetric Saturating Linear | g=-]1 n<-=1 satlins
a=n -1<n<l | |4
a=1 n>1
Log-Sigmoid 1 logsig
a=
1+e™ /
Hyperbolic Tangent Sigmoid g" _pg™" tansig
e 4e —
Positive Linear (Rectified a=0 n<0 poslin
Linear Unit - RELU) a=n n>0 L

1.4 Tapavestaseauuunaredunn (Multiple-input neuron)

TunsdififivaneBunatu madeusnutsamasimugsnnniuiuandusuil 1-3 @)
wrsdsunansodunusiuauresdunn madeufighetusaslimwaonadostumadouly
dnvazvesaunsadarnansazuanduguil 1-3 (131) Fazhiwsdndundislunisuansiuoy
unm lufitgifuiduuBumazvihiu R vieenaifeusenmind RRX via RR dady

nnnesvesBuns Tudiuves W tuasdeuunumswssndauin RR uag b 9zl scalar (130

L“ﬂum@]‘%ﬂ"ﬁﬂU’]ﬂ R1X1) maé’wa‘mﬂmi@m%ﬂmmﬁu scalar L@1® Y19 n WAL a MYaNYUUNT
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Weuaunmsaziasuluidniessandluaunis (1-2) § W aznansidufiunilnguazwu uansds
[ a & 1 [ v a 6 @ = [ & 1 < Y
Anuduunsndaiu p aziludfiuiidnuaznun uanstspudunnees d@u a way b azdum

a a ¢ @ = <)
LDEINUNLENWEANINIANULTU scalar

a=f(Wp+b) (1-2)
1IxR
P Wy W
P2 n B P
. z fl—» a ﬁ—y f - »a
Pr ~ Wy T b ix1 1x1
b Rx1 1x1
a=f(Wp+b) a=f(Wp+b)

JUN 1-3 segunsileuiiseauuuvanydunn

1.5  TaeavesiaseawuunaledunavateaInnm (Multiple-input

multiple-output neuron)

Wesnnluwavesiiseatu 1 diseaiildifies 1 tdne lunsalfdvansiordnn esed

a W a = ) ' a '3 Y a a =
vangisealulaaaniuiu (U 1-4) Beluseeneluguil S tondne agsesd S Tsealuluing Favg
danaiuimndunmizdeadudunnvesmniieans Joillisnuu w iiu Mmednvuzlasesa
wWulnleuunumednuazvesussndudinzwandiuzunl 14 @) g a wsduwednduuin
RSx1 439 RS dru b azfviiudiuiuvesinseavsoduussndivuamingu a Tudiuves W tu
znaoduunsnduun RSXR Faagdaunnldin S1unuka1ves W asivindudiuiuiigea diwsuiu

aNTas W azwindudnuiuduns susuuvedunsndiiieitesazwandusun 1-5 uazaunis (1-3)
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Funaledn b war a aznatedulinmed @i activation function gleumeivul Liodan

Wendamateaunis (wiazdsoaunu 1 aun1s) JUsuun1sleuvesaunis (1-3) Wundeuuniian

\iasnaunsaunuidunansonodnnile

a=f(Wp+b) (1-3)

SxR

n
f
o

Rx1 Sx1

a=f(Wp+b) a=f(Wp+b)

Py mﬁl VWz e M&R Q. a
D= Pz W= W?,l W.z,z Wz,R b= b.z = a,
| Pr | [ Wsa Wsp oo Wop | _bs_ | ds |

Ui 1-5 dudsiifgitedluaunisiunavesseuuUssamniiiey

v v
o

agalsid  JUuULTRURSeTBveI ST B Tkansliuas dukuuaesiAeY  Favn

finsaunandnuaesuuunmsaunsithuyidulies  @ivaaduaunis (1-3) asnuiteguu
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¥

WUFIUVIENNITEUNSS ASaTeUszamiisuwuUawasified (single-layer neuron network) 1y
Feanunsauidaymitegludnuugaunsdunsdlavintu laaunsaunteymnfinnududeuly
) | 1 v a P RV EY) Y a 9 a |
anwarliludunsald mninsandymnlidudoudaiuly 5UN - 1-6 mnaunsandunssiiuu
foyadvuazddosnainiuld (linear separable) axiiedndulymiiaieieussamifisnuuuia
wosewihld usmndgwidululudnuarvesguil 17 asliawnsomidunsdlag ldee 39
pngANUNldmaNzaniunseesedeUsTaislLuUaasiednly usevnntunly ezl
ANURANAALAATULY  T99EARIRATUNBNTINTINANRANA TP uNnteeedls  wavidud

gausulaviseld  (uuwass  fiawenreeliliasmiananlatwaniuaulidudeuluns

wAteynn)

JUR 17 Jymveansuilygmideinieteussamifisnuuuaeeiidenilidudunss
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1.6  lawesuesliasea (Layers of neuron network)

Haymiifianududeusiiudesesnuuulfaiotievessansdion  favwaansalunis
sesfumududeuiiug 18 msdfienuananselunsuidamdudeuiildlaenmsifinawesves
fhsoatuuanduguil 1-8 Sddasunfasldnud 23 wweduidu Swnnfinnsanasdiui wadws
Mnawesusniznanailudunnreaawsidnin vi3oonananliimadnivesialesiiaesas

naneduaunsindedes (@uuRidn activation function \u pure linear a, agilA1 W, (W,p,+b,) +

¥
! = =

b, Buduaunisidsaes) wudeiuawesiauasluaunisiaday fae order vosaun1sfigedu

'
= o o v

FJevilaansaundgmndudouls

Input Hidden Layer Output Layer
Layer (1% and 2™ layers) (3" layers)
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