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Are they significantly different? 
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วิชาเลือก กลุ่มวิชาเคมีวิเคราะห์ สำหรบันิสิตภาควิชาเคมี คณะวิทยาศาสตร์ ระดับบัณฑติศึกษา  

งานทางเคมีวิเคราะห์จะมุ่งเน้นการวิเคราะห์หาปริมาณสาร การพัฒนาวิธีวิเคราะห์และการตรวจสอบ

ว่าวิธีวิเคราะห์ที่พัฒนาขึ้นมีความถูกต้อง น่าเชื่อถือ เป็นงานหลักของนักวิจัยและพัฒนา ส่วนผู้ที่ทำงาน
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วิเคราะห์ ขั้นตอนเหล่านี้จะเริ่มตั้งแต่การหาสภาวะท่ีเหมาะสมในการเตรียมตัวอย่าง การตรวจวัด และจบด้วย

การตรวจสอบประสิทธิภาพของวิธี ล้วนต้องใช้สถิติในการออกแบบการทดลอง เปรียบเทียบหรือตัดสินใจ เพ่ือ

สรุปข้อมูลท่ีได้จากการทดลองซ่ึงแตกต่างจากข้อมูลท่ีได้จากการสำรวจด้วยแบบสอบถาม หรือการเก็บข้อมูล

ด้วยการสังเกต ข้อมูลทางเคมีวิเคราะห์ จะเก่ียวข้องกับทั้งผู้ทำการทดลอง ตัวอย่าง สารเคมี อุปกรณ์และ

เครื่องมือที่ใช้ วัน เวลาและสถานที่ทำการทดลอง เป็นต้น การนำสถิติมาใช้จึงต้องคำนึงถึงปัจจัยเหล่านี้เป็น

สำคัญ เพ่ิมเติมจากการเข้าใจหลักของวิธีทางสถิติเพ่ือนำมาประยุกต์ใช้กับข้อมูลที่ได้จากการทดลอง 

เนื้อหาของตำราจะเรียงลำดับบทตามข้ันตอนของการทำปริมาณวิเคราะห์เพ่ือหาสารที่สนใจใน

ตัวอย่าง โดยบทที่ 1-3 เป็นการทบทวนความรู้เฉพาะวิธีทางสถิติท่ีจะนำมาใช้ มีการแสดงการคำนวณเพ่ือให้

ทราบที่มาของสูตรท่ีใช้โปรแกรมเอ็กเซลในการคำนวณของบทที่ 4-7 ซึ่งมีการใช้ข้อมูลจริงจากบทความวิจัยที่

ตีพิมพ์ในวารสารมาเป็นตัวอย่างการคำนวณ เป็นการเพ่ิมความเข้าใจในการใช้ความรู้ทางสถิติกับข้อมูลทางเคมี

วิเคราะห์ อนึ่ง สำหรับตารางค่าวิกฤติจะมีแทรกเป็นฉบับย่อที่เพียงพอต่อการใช้งานตามเนื้อหาท่ีกล่าวถึง 

ผู้เขียนหวังเป็นอย่างย่ิงว่าตำราเล่มนี้จะเป็นประโยชน์ต่อการเรียนการสอนตามสมควร หากนิสิตหรือ

ท่านท่ีนำไปใช้มีข้อเสนอแนะหรือคำติชม โปรดติดต่อผู้เขียนได้ที่ อีเมล์ napa@go.buu.ac.th ผู้เขียนยินดีรับ

ฟังข้อคิดเห็นและขอขอบคณุล่วงหน้ามา ณ โอกาสนี้ 
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บทที่ 1  

ความสําคัญของสถิติในงานทางเคมีวิเคราะห  
 

การศึกษาหรือการวิจัยทางสังคม วิทยาศาสตร์ สิ่งแวดล้อม โภชนาการ อุตสาหกรรม สุขภาพ และ

กิจกรรมทั่วไปในปัจจุบันนี้ล้วนแต่ได้ข้อมูลที่มาจากการสำรวจ หรือการทำการทดลอง ซึ่งต้องมีการแปลผล

ด้วยวิธีทางสถิติ สถิติใช้คณิตศาสตร์เป็นเครื่องมือในการคำนวณ ด้วยการรวบรวมข้อมูล หรือข้อเท็จจริงเชิง

ตัวเลข มาวิเคราะห์แสดงเป็นข้อสรุปที่ถูกต้อง หรือให้มีความหมายเข้าใจได้ง่ายขึ้น เช่น ประชากร 1 ใน 6 ของ

ประเทศไทย อาศัยอยู่ในกรุงเทพ นิสิตที่จบคณะวิทยาศาสตร์ 90% ทำงานในโรงงานอุตสาหกรรม เป็นต้น 

สถิติใช้วิธีคำนวณทางคณิตศาสตร์อย่างง่าย ตั้งแต่ บวก ลบ คณู หาร จนถึงการคำนวณอย่างยาก อย่างทฤษฎี

ความน่าจะเป็นเพื่อวิเคราะห์ข้อมูล สถิติจึงเป็นเครื่องมือช่วยในการตัดสินใจในการศึกษาหรือการทำวิจัยใน

เรื่องมากมาย สถิติแบ่งออกเป็น สถิติเชิงพรรณนาและสถิติเชิงอนุมาน ขั้นตอนทางสถิติในการจัดการข้อมูล 

เริ่มตั้งแต่ การรวบรวมข้อมูล (gathering data) การวิเคราะห์ข้อมูล (analyzing data) การสรุปข้อมูล 

(summarizing data) และการรายงานผลการวิเคราะห์ (reporting the results) ทุกขั้นตอนใช้สถิติเชิง

พรรณนา ยกเว้นการวิเคราะห์ข้อมลูท่ีใช้สถิติเชิงอนุมาน ซึ่งใช้ข้อมูลจากกลุ่มตัวอย่างมาอนุมานหรือคาดการณ์

เพื่อบ่งบอกลักษณะเฉพาะของประชากร หรือเปรียบเทียบประชากรตั้งแต่ 2 กลุ่มขึ้นไป  

1.1 สถติิเชิงพรรณนา (descriptive statistics)  

คือสถิติที่ใช้ในการนำเสนอข้อมูล และการรายงานผลการวิเคราะห์ ที่ได้จากการวิเคราะห์กลุ่มตัวอย่าง 

โดยมีทั้งแบบที่เป็นกราฟิก และแบบที่เป็นค่าตัวเลข สถิติเชิงพรรณนาช่วยให้เห็นภาพรวมหรือข้อสรุปของ

ข้อมูลจากกลุ ่มตัวอย่างได้ชัดเจนขึ ้น และนำข้อมูลนั ้นไปใช้สถิติเชิงอนุมานเพื ่อบอกลักษณะเฉพาะของ

ประชากร โดยปกติจะมีข้อแนะนำว่าให้ดูภาพรวมของข้อมูลในรูปแบบกราฟิกเป็นการตัดสินใจเบื้องต้น เพื่อ

เลือกวิธีทางสถิติที่เหมาะสมในการวิเคราะห์ข้อมูลต่อไป หรอืก่อนท่ีจะลงมือคำนวณค่าสถิติท่ีเป็นตัวเลข เพราะ

กราฟิกจะทำให้เห็นแนวโน้ม และสรุปภาพรวม แสดงลักษณะของข้อมูลได้ดีกว่าตัวเลขจำนวนมากที่อยู่รวมกัน 

กราฟิกจึงเป็นส่วนหน่ึงของการวิเคราะห์ข้อมูลเชิงสำรวจ หรอืการวิเคราะห์ข้อมูลเบื้องต้น (exploratory data 

analysis; EDA  หรือ initial data analysis; IDA) กราฟิกที่สร้างง่ายซึ่งจัดเป็น EDA ได้แก่ แผนภาพจุด และ

แผนภาพลำต้นและใบ  

1.1.1 แบบกราฟก 

  ใช้วิธีนำเสนอข้อมูลตัวเลขแบบเป็นกราฟ หลากหลายประเภทหรือเป็นแผนภาพ  

ก. แผนภาพจุด (dot plot) ทำให้เห็นตำแหน่งสัมพัทธ์ (relative position) ของข้อมูล เหมาะสำหรับข้อมูล

จำนวนน้อย เป็นการแสดงข้อมูลแบบต่อเนื ่อง แต่ละค่าของข้อมูลที่เท่ากันจะแสดงเป็นจุดวางเรียงกันใน

แนวตั้งดังตัวอย่างแผนภาพจุด ในรปูที่ 1.1 ของข้อมูลปริมาณตะก่ัวในน้ำท้ิง 30 ค่า ดังต่อไปนี้ 

 



2 

สถติิสำหรับเคมีวิเคราะห์ 

  39.0 39.1 39.2 39.4 39.5 39.6 39.7 39.8 39.8 39.9 

  39.9 39.9 39.9 40.0 40.0 40.0 40.0 40.1 40.1 40.2 

  40.2 40.3 40.3 40.4 40.5 40.6 40.6 40.7 40.8 41.0  

 

      
รูปที่ 1.1  แผนภาพจุด (dot plot) สร้างดว้ยโปรแกรมเอ็กเซล 

 

ข. แผนภาพลำต้นและใบ (stem and leaf diagram) ใช้ตัวเลขแสดงเป็นกราฟ หลักที่มีค่าสูงสุดเป็นแกนใน

แนวคอลัมน์ เรียกว่า ลำต้น และหลักของตัวเลขถัดไปจะวางด้านขวาของหลักลำต้น เรียกว่า ใบ ขีดเส้นคั่น

ระหว่างลำต้นและใบ แผนภาพน้ีสร้างง่ายและทำให้เห็นภาพเหมือนของฮิสโทแกรมที่สร้างยากกว่า  

    

Leaf unit: 0.5  
   
39  0 1 2 4   
39  5 6 7 8 8 9 9 9 9   
40  0 0 0 0 1 1 2 2 3 3 4  
40  5 6 6 7 8 

41  0  

 

รูปที่ 1.2 แผนภาพลำต้นและใบ (stem and leaf diagram) ของข้อมูลในรูปที่ 1.1 

 

ค. ฮิสโทแกรม (histogram) เป็นกราฟที่ใช้แสดงความถี่ของข้อมูลที่มีค่าแบบต่อเนื่อง แกนนอนแสดงช่วงของ

ข้อมูลและแกนตัง้แสดงค่าของความถี่ของข้อมูลในแต่ละช่วง ฮิสโทแกรมเป็นสถิติแบบกราฟิกท่ีช่วยให้เห็นการ

แจกแจงของข้อมลู โดยการสร้างฮิสโทแกรมต้องคำนึงถึงความกว้างอันตรภาคชั้น (bin width; h) ท่ีเหมาะสม 

ซ่ึงสามารถคำนวณได้จากสมการที่ 1.1  1.2 หรือ 1.3 และโดยท่ัวไปมักนิยมให้มชี่วงอันตรภาคชั้นหรือจำนวน

ชั้นประมาณ 5-20 ชั้นหรือประมาณ n  (https://en.wikipedia.org/wiki/Histogram)   

สมการแรกนี้ใช้ค่าสูงสุด (max) ลบด้วยค่าต่ำสดุ (min) และนำมาหารดว้ยรากที่สองของจำนวนข้อมูล (n) 

        max min
h

n


            ……………….1.1 

โดย h คือ bin width 
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    ถ้าข้อมูลมีมากและมีแนวโน้มว่าจะมกีารการแจกแจงปกต ิ          
3

3.5s
h

n
              ………………..1.2   

    โดย s คือ ส่วนเบี่ยงเบนมาตรฐาน  

    ถ้าข้อมูลมีน้อยและมีแนวโน้มว่าจะไม่มีการการแจกแจงปกต ิ     
3

2( )IQR
h

n
          ………………..1.3 

    โดยที่ IQR คอื (interquartile range) หรือ คา่พิสัยควอไทล์ = Q3-Q1  

 

 
รูปที่ 1.3 แผนภาพฮิสโทแกรม (histogram) ของข้อมูลในรูปที่ 1.1 มี bin width = 0.35 mg/L (สมการ 1.3) 

เมื่อนำข้อมูลในรูปที่ 1.1 มาหา bin width ด้วยสมการที่ 1.1 และ 1.3 พบว่าได้ใกล้เคียงกัน และได้จำนวนชั้น

เท่ากับ 6 ใกล้ค่า 30  ถ้าใช้สมการที่ 1.2 ได้จำนวนชั้นเพียง 4 ชั้น เป็นเพราะจำนวนข้อมูลมีน้อยเกินไป 

สำหรับการสร้างฮิสโทแกรม ควรมีข้อมูลอย่างน้อย 50 ค่าขึ้นไป ถ้าข้อมูลจำนวนน้อยแผนภาพจุดจะแสดง

ภาพรวมได้ดีกว่า (Thompson, 2011) 

ง. แผนภาพกล่อง (box plot หรือ box-and-whisker plot) เป็นการนำค่าตัวเลขทางสถิติ 5 ค่า มาพลอต

เรียงเป็นรูปกราฟจากล่างขึ้นบนตามแกน y ดังนี้ คือ ค่าต่ำสุด ค่าที่ควอไทล์ที่ 1 (Q1) ค่าที่ควอไทล์ที่ 2 (Q2) 

ค่าที่ควอไทล์ที่ 3 (Q3) และค่าสูงสุด ดังในรูปที่ 1.4 กราฟ box plot จะช่วยให้เห็น การแจกแจงของข้อมูล 

ข้อมูลชุดท่ี 2 มีค่าน้อยกว่าชุดที่ 1 และ 3 นอกจากนี้ยังแสดงค่าสุดต่าง (outlier) ซ่ึงเป็นข้อมูลทีต่่างไปจากคา่

อื่น ดังเช่นชุดท่ี 2 มีค่าสุดต่างทีม่ีค่ามากกว่าค่าอื่นพลอตอยู่ข้างบน ส่วนชุดที่ 3 มีค่าสุดต่างที่มีค่าน้อยกว่าค่า

อื่นพลอตอยู่ข้างล่าง ข้อมูลชุดที่ 3 มีค่าเฉลี่ย 

(x) เท่ากับค่าที่ควอไทล์ท่ี 2 (ค่ามัธยฐาน)   

 

 

 

รูปที่ 1.4 แผนภาพกล่อง ของข้อมูล 3 ชดุ (set 

1, set 2 และ set 3) โดย x คือค่าเฉล่ีย และ  

คือ คา่สุดต่าง 
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จ. cumulative distribution เป็นกราฟที่พลอตระหว่างสัดส่วนความถี่ที่พบของข้อมูลและค่าข้อมูลนั้น โดย

ให้สัดส่วนความถี่ที่พบเป็นแกน Y และค่าข้อมูลเป็นแกน X สัดส่วนความถี่อาจใช้ในรูปเปอร์เซ็นต์ความถี่ก็ได้ 

ถ้าการแจกแจงของข้อมูลเป็นแบบปกติ กราฟที่ได้จะมีรูปเป็นตัวเอส เรียกว่า cumulative frequency curve 

ฉ. normality probability plot เป็นเทคนิคที่ใช้กราฟทดสอบการแจกแจงข้อมูล ว่าข้อมูลมีการแจกแจงแบบ

ปกติ หรือเรียกอีกอย่างว่า การแจกแจงแบบเกาเซียน (gaussian distribution) หรือไม่ โดยการพลอต 

cumulative frequency curve บนกระดาษที่มีแกน Y เป็นล็อกการิทึมสเกล (normality probability 

paper) กราฟที่ได้จะออกมาเป็นกราฟเส้นตรง ถ้าเป็นการแจกแจงแบบเกาเซียน เนื่องจากสถิติเชิงอนุมานส่วน

ใหญ่ท่ีใช้กันจะเป็นสถิติแบบที่ใช้พารามิเตอร์ ซึ่งมีเงื่อนไขว่าข้อมูลที่นำมาทดสอบต้องมีการแจกแจงแบบปกติ  

1.1.2 แบบคาตัวเลข  

 เป็นสถิตเิชิงพรรณนามีอยู่ด้วยกัน 3 กลุ่ม แบ่งตามการพรรณนาลักษณะข้อมูล ได้แก่ ค่ากลางของข้อมูล 

ค่าการแจกแจงของข้อมูล และค่าแสดงตำแหน่งสัมพัทธ์ของข้อมูล ค่าตัวเลขที่ใช้อธิบายลักษณะของประชากร 

จะเรียกว่า พารามิเตอร์ (parameter) ระบุด้วยตัวอักษรภาษากรีก ส่วนค่าตัวเลขที่ใช้อธิบายลักษณะของ

ตัวอย่าง จะเรียกว่า ค่าสถิติ (statistic) ระบุด้วยตัวอักษรภาษาอังกฤษ 

ก. ค่ากลาง คือคา่ที่ใช้เป็นตัวแทนสรุปลักษณะแนวโน้มเข้าสู่ส่วนกลางของข้อมูล มี 3 ชนิด  

1. ค่าเฉลี่ย (mean: ,x  ) เป็นค่ากลางที่นิยมใช้มากที่สุด คำนวณได้จากผลรวมของข้อมูล ( ix ) ทุก

ข้อมูลหารด้วยจำนวนข้อมูล ( n หรอื N) ดังสมการ 1.4 และ 1.5  

 ค่าเฉลี่ยตัวอย่าง                    1

n

i
i

x
x

n



                               ...............1.4 

  ค่าเฉลี่ยประชากร                 1

N

i
i

x

N
 


                   ...............1.5 

 

2. ค่ามัธยฐาน (median) เป็นค่าที่อยู่ตรงกลางของข้อมูลที่เรียงจากน้อยไปมาก ถ้าจำนวนข้อมูลทั้งหมด 

(n) เป็นเลขคู่ให้ใช้ค่าเฉลี่ยของค่าที่ 2
n  และค่าที่ 2 1n   การคำนวณค่ามัธยฐานทำได้ง่ายและรวดเร็ว

จึงจัดเป็นค่าตัวเลขที่ใช้ใน EDA และสถิติที่ไม่ใช้พารามิเตอร์ (ข้อ 1.3.2) 

3. ค่าฐานนิยม (mode) เป็นข้อมูลที่มีความถี่สูงสุด เพราะเป็นค่าที่พบซ้ำมากที่สุด ใช้เป็นตัวแทนของ

ข้อมูลแบบกลุ่ม หรอืข้อมูลแบบมีช่วง 

 การเลือกใช้ค่ากลางขึ้นกับลักษณะการแจกแจงของข้อมูล ถ้าข้อมูลมีการแจกแจงแบบปกติ (normal 

distribution) หรือใกล้เคียงกับแบบปกติ ให้ใช้ค่ากลางใดก็ได้ในสามค่าเป็นตัวแทนของข้อมูล เนื่องจากการ

แจกแจงแบบปกติ ค่ากลางทั้งสามชนิดจะมีค่าเท่ากัน แต่ถ้าเกิดการแจกแจงแบบเบ้ซ้ายหรือเบ้ขวา ให้ใช้

ค่ามัธยฐาน เนื่องจากถ้าข้อมูลมีการแจกแจงแบบเบ้ซ้าย ค่าเฉลี่ยจะน้อยกว่าค่ามัธยฐาน ในทางตรงกันข้าม ถ้า
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ข้อมูลมกีารแจกแจงแบบเบ้ขวา ค่าเฉลี่ยจะมากกว่าค่ามัธยฐาน ดังนั้นการเปรยีบเทียบค่าเฉลี่ยและค่ามัธยฐาน 

สามารถบอกการแจกแจงของข้อมูลได้ว่าเป็นแบบปกติหรือไม่ 

ข. ค่าการแจกแจง พารามิเตอร์นี้ใชร้ะบุการแจกแจง หรือการกระจายตัวของข้อมูลรอบค่ากลาง 

1. พิสัย (range: R) บอกช่วงของการแจกแจงของข้อมูล ว่ามีความกว้างเท่าใด โดยเอาข้อมูลที่มีค่าสูงสุด   

( maxx ) ตั้งและลบด้วยข้อมูลที่มีค่าต่ำสุด ( minx ) ตามสูตร   max minR x x   

2. ส่วนเบี่ยงเบนมาตรฐาน (standard deviation: s,  ) คือ ค่าเฉลี่ยของส่วนเบี่ยงเบน (ผลต่าง) ระหว่าง

ข้อมูลแต่ละค่า ( ix ) กับค่าเฉลี่ยของข้อมูลน้ัน ซึ่งผลต่างที่ได้มีทั้งค่าท่ีเป็นบวกและเป็นลบ จึงยกกำลัง

สองผลต่างก่อนนำไปหาค่าเฉลี่ย ดังนั้นคำตอบสุดท้ายต้องผ่านการถอดรากที่สอง ออกมาเป็นส่วน

เบี่ยงเบนมาตรฐานซึ่งมีเครื่องหมายเป็นได้ทั้งค่าบวกและลบ ดังสมการที่ 1.6 และ 1.7 

ส่วนเบี่ยงเบนมาตรฐานของตัวอย่าง         
2( )

1
ix x

s
n


 




      
                  ...............1.6

         

          ส่วนเบี่ยงเบนมาตรฐานของประชากร      
2( )ix

N





  

         
              ...............1.7

  
          เนื่องจากมีเครื่องหมายบวกและลบติดอยู่อย่างนี้ จึงต้องยกกำลังสองให้เครื่องหมายบวกและลบ  

          หายไปก่อนนำไปทำการคำนวณ จากนั้นจึงถอดรากที่สองกลับออกมาเป็นส่วนเบี่ยงเบนมาตรฐาน     
             

 

3. ความแปรปรวน (variance, s2, 2) คือ ค่าส่วนเบี่ยงเบนมาตรฐานยกกำลังสอง ใช้ในการเปรียบเทียบ

การแจกแจงของข้อมูล 2 ชุด  

ค. ค่าแสดงตำแหน่งสัมพัทธ์ ค่าน้ีใช้บอกว่าข้อมูลท่ีสนใจอยู่ตำแหน่งไหนเมื่อเปรียบเทียบกับข้อมูลท้ังหมด 

1. เปอร์เซ็นไทล์ (percentile, P) คือการเรียงข้อมูลจากน้อยไปมาก แล้วแบ่งจำนวนข้อมูลออกเป็น 100 

ส่วน ถ้า n เป็นจำนวนข้อมูล เปอร์เซ็นไทล์ที ่ 50  คือ ข้อมูลที ่ตกอยู ่ในตำแหน่งที ่ 0.5(n+1) 

ความหมายคือ ถ้าเราสอบได้คะแนนเปอร์เซ็นไทล์ ที่ 50 หมายความว่า มีคน 50% ที่สอบได้คะแนน

น้อยกว่าเรา เปอร์เซ็นไทล์ที่ 50 ก็คือค่ามัธยฐาน สูตรสำหรับหาเปอร์เซ็นไทล์ คือ P = (P/100)(n+1) 

2. ควอไทล์ (quartile,  Q) คือการเรียงข้อมูลจากน้อยไปมาก แล้วแบ่งจำนวนข้อมูลออกเป็น 4 ส่วน 

ข้อมูลตกอยู่ในส่วนที่เท่าไร ก็เรียกว่าควอไทล์ที่เท่านั้น ถ้า n เป็นจำนวนข้อมูล ควอไทล์ที ่ 1 คือ 

ข้อมูลที่ตกอยู่ในตำแหน่งที่ (n+1)/4 ดังนั้นค่าควอไทล์ที่ 1 (Q1) ก็คือค่าเปอร์เซ็นไทล์ที่ 25 ช่วงกว้าง

ระหว่าง Q3-Q1 เรียกว่า IQR (Interquartile range) หรือ ค่าพิสัยควอไทล์ 

3.   คะแนนมาตรฐาน Z (Z-standard score) เป็นค่าความแตกต่างระหว่างข้อมูลและค่าเฉลี่ย ( ) ของ

ประชากร โดยคิดเป ็นจำนวนเท่าของส่วนเบี ่ยงเบนมาตรฐาน () ของประชากร ตามสมการ 
x

Z





  โดย Z เป็นแกน x ของกราฟการแจกแจงความถี่แบบเส้นโค้งปกติมาตรฐาน ที่มีค่า  = 

0 และ  = 1 ดังในรูปที่ 1.5 พื้นที ่ใต้เส้นโค้งคือค่าโอกาสที่จะพบข้อมูลที ่ตำแหน่ง Z บนแกน x 
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สามารถเปิดดูได้จากตารางค่า Z ซึ่งพื้นที่ใต้เส้นโค้งปกติมาตรฐานนี้จะมีค่าเท่ากับพื้นที่ที่คำนวณจาก

เส้นโค้งปกติทั่วไปที่มีค่า   และ  ต่างกันตามที่เกิดขึ้นจริงของประชากรใดประชากรหนึ่ง ตารางค่า 

Z นี้จึงมีประโยชน์ในการใช้เปิดตารางหาค่าพื้นที่ใต้โค้งหรือค่าความน่าจะเปน็ที่จะเกิดขึ้นของข้อมูล

นั ้นในประชากรที ่ศ ึกษา กรณีที ่ไม่ทราบค่า   

แต่ทราบค่าจริง ซึ่งเทียบเท่าเป็นค่า  จะใช้

คะแนนมาตรฐาน t (t-standard score) ตาม

สมการ x
t

s n


 โดย t เป็นแกน x ของกราฟ

การแจกแจงความถี่แบบท ีดังในรูปที่ 1.5 

 

รูปท่ี 1.5 กราฟการแจกแจงปกติ (เส้นทึบ) และ

การแจกแจงแบบที (เส้นประ) 

 

1.2 การแจกแจงแบบปกติ (normal distribution) 

 เปน็การแจกแจงความนา่จะเป็นแบบต่อเนื่องท่ีมีสมมาตร ข้อมูลจะมแีนวโน้มเกาะกลุ่มหนาแน่นอยู่ตรง

กลาง ซึ่งมีค่าเฉลี่ยอยู่ เป็นข้อมูลที่พบได้บ่อยที่สุด มีความถี่สูงสุด และลดลงสองข้างเป็นจำนวนเท่าของส่วน

เบี่ยงเบนมาตรฐาน ( ) ไปทางด้านท่ีข้อมูลมีค่ามากกว่าและน้อยกว่าค่าเฉลี่ย( ) โดย 68% ของประชากรจะ

มีค่าอยู่ระหว่างช่วง ± ของค่าเฉลี่ย  95% ของประชากรจะมีค่าอยู่ระหว่างช่วง ±2  ของค่าเฉลี่ย 99.7% 

ของประชากรจะมีค่าอยู่ระหว่างช่วง ±3 ของค่าเฉลี ่ย ดังนั ้นเมื ่อเปลี ่ยนค่าเปอร์เซ็นต์เหล่านี้ให้เป็นค่า

เปอร์เซ็นไทล์ จะได้รายละเอียดดังในตารางที่ 1.1 (Glantz, 2012) และนำไปพลอตกราฟได้ดังในรูปที่ 1.6 

 ตารางที่ 1.1 การคำนวณตำแหน่งบนเส้นโค้งปกติในรูปเปอร์เซ็นไทล์ 

ตำแหน่งบน

เส้นโค้งปกต ิ

จำนวนประชากร 

นับจากค่ากลาง 

จำนวนประชากร 

นบัจากด้านซ้าย 

ตำแหน่งเปอร์เซ็นไทล ์

บนเส้นโค้งปกติ (P) 

3   99.7/2 = 49.85% 50-49.85 = 0.15%      P 0.15  

2   95/2    = 47.50% 50-47.50 = 2.50%      P 2.5  

   68/2    = 34% 50-34     = 16%      P 16 

         50%            50%      P 50 

   68/2    = 34% 50+34    = 84%      P 84 

2   95/2    = 47.50% 50+47.5  = 97.50%      P 97.5 

3   99.7/2 = 49.85% 50+49.85 = 99.85%      P 99.85  
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 ดังนั้นในการทดสอบว่าข้อมูลมีการแจกแจงแบบปกติหรือไม่ ให้เรียงข้อมูลจากน้อยไปหามาก และหาค่า

เปอร์เซ็นไทล์ที่ P 0.15 ถึง P 99.85   ถ้ามีค่าเท่ากับ 3  ถึง 3   ตามลำดับ แสดงว่าการแจกแจง

ของข้อมูลชุดนี้เป็นแบบปกติ  

 
                               รูปท่ี 1.6 ตำแหน่งเปอร์เซ็นไทลบ์นเสน้โค้งปกติ 

 

 นอกจากนี้ยังมีวิธีตรวจสอบว่าข้อมูลมกีารแจกแจงแบบปกติอีก 2 วิธี ที่เป็นการตรวจสอบอย่างง่ายและ

รวดเร็วดงันี ้(Charles Zaiontz, www. https://real-statistics.com/) 

1.2.1 วิธีกราฟก  นอกจากวิธีพลอตกราฟ cumulative distribution และ normality probability plot ที่

ได้กล่าวไปแล้ว ยังมีการสร้างฮิสโทแกรม 

และ box plots ซ ึ ่งจะทำให้สังเกตเห ็น

แนวโน้มของข้อมูลว่ามีลักษณะการแจกแจง

ปกติหรือไม่ โดยการนำเส้นโค้งปกติในรูปที ่ 

1.5 ไปวางทาบบนฮิสโทแกรมของข้อมูล จะ

พบว่าข้อมูลเบ้ซ้าย ไม่มีการแจกแจงแบบ

ปกติดังในรูปที่ 1.7  

 

              รูปที่ 1.7 เส้นโค้งปกติวางทาบบนฮิสโทแกรม 

 

ส่วน  box plot ไม่สามารถดูลักษณะโค้งปกติได้ แต่ใช้ดูความสมมาตรของข้อมูลซึ่งบางครั้งก็เพียงพอที่จะใช้

แทนการแจกแจงแบบปกติในการพิจารณาการใช้สถติิทดสอบบางชนิดได้                                                                     

  

 

-4 -3 -2 -1 0 1 2 3 4µ-3 µ-2 µ- µ µ+ µ+2 µ+3

เปอรเ์ซ็นไทล์
    ท ีѷ 50

เปอรเ์ซ็นไทล์
    ท ีѷ 84

เปอรเ์ซ็นไทล์
    ทีѷ 97.5

เปอรเ์ซ็นไทล์
    ท ีѷ 99.85

เปอรเ์ซ็นไทล์
    ท ีѷ 16

เปอรเ์ซ็นไทล์
    ท ีѷ 2.5

เปอรเ์ซ็นไทล์
    ท ีѷ 0.15
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1.2.2 การวิเคราะหคาความเบ (skewness) และความโดง (kurtosis) 

 ถ้าค่าความเบ้ และความโด่ง ต่างก็ไม่เกิน 2 เท่าของ ค่าความคลาดเคลื่อนมาตรฐานของความเบ้ และ

ความโด่ง จะถือว่าข้อมูลชุดน้ันมกีารแจกแจงแบบปกติ  

โดยค่าความคลาดเคลื่อนมาตรฐานของความเบ้มีค่าประมาณ 6 n  และ n คือ ขนาดของตัวอย่าง 

และค่าความคลาดเคล่ือนมาตรฐานของความโด่งมีคา่ประมาณ 24 n   และ n คือ ขนาดของตัวอย่าง 

โดยค่าความเบ้และความโด่งของข้อมูลในรูปท่ี 1.1 ซึ่งแสดงดังในตารางข้างล่างนี ้

 

สามารถคำนวณได้โดยการใช้ฟังก์ชันในโปรแกรมเอ็กเซล ดังนี้ 

ความเบ ้=SKEW(A1:J3) =-0.155              ความโดง่=KURT(A1:J3) = -0.148       และ n = 30  

ดังนั้น ความคลาดเคล่ือนมาตรฐานของความเบ้ =  6
30 0.447  

ค่าความคลาดเคลื่อนมาตรฐานของความโดง่ = 24
30 0.894  

นำค่าความเบ้ท่ีไดไ้ปเปรียบเทียบกับความคลาดเคลื่อนมาตรฐานโดยไม่ดูเคร่ืองหมาย จะได้ว่า  ความเบ้ 0.155 

< 2x0.447   และ ความโด่ง 0.148 < 2x 0.894 ข้อมูลชุดนี้จึงมีการแจกแจงแบบปกติ เพราะมีความเบ้และ

ความโด่งน้อยกว่า 2 เท่าของค่าความคลาดเคลื่อนมาตรฐานของความเบ้และความโด่ง 

 นอกจากสองวิธีนี้แล้วยังมีการทดสอบด้วยวิธีทางสถิติ เช่น Chi-square Test, Kolmogorov-Smirnov 

(KS) Test, Lilliefors Test, Shapiro-Wilk (SW) Test, Jarque-Barre Test และ D’Agostino-Pearson 

Test ซ่ึงสามารถศึกษาเพ่ิมเติมได้ที ่www. https://real-statistics.com/ 

1.3 สถติิเชิงอนุมาน (inferential or inductive statistics) 

 คือ สถิตทิี่ใช้ในการวิเคราะห์ข้อมูลที่ได้จากกลุ่มตัวอย่าง เพ่ือบอกลักษณะของประชากรทีสุ่่มตวัอย่างมา  

หรือเพ่ือเปรียบเทียบขอ้มูลจากประชากรสองกลุ่ม โดยมีการนำทฤษฎีความน่าจะเป็นมาร่วมใช้ในการวิเคราะห์

ข้อมูล สถิติเชิงอนุมานน้ี แบ่งออกเป็น 2 ประเภท คือ สถิติท่ีใชพ้ารามเิตอร์ และสถิติท่ีไม่ใช้พารามิเตอร์ 

1.3.1 สถิติที่ใชพารามิเตอร (parametric statistics) 

 เปน็สถิติที่มีพารามิเตอร์มาเกี่ยวข้องในการคำนวณเพ่ือประมาณค่า ทดสอบ หรือวิเคราะห์ ใช้กับข้อมูล

เชิงปริมาณและประชากรมีการแจกแจงแบบปกติ  วิธีทางสถิติประเภทนี้ได้แก่ การประมาณค่าพารามิเตอร์ 

การทดสอบสมมตฐิานทางสถิติ และการวิเคราะห์การถดถอยและสหสัมพนัธ ์ซ่ึงแตกต่างกันดังนี้ 

-  การประมาณคา่พารามิเตอร์ 
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 การประมาณค่าพารามิเตอร์มี 2 แบบ คือ การประมาณแบบค่าเดียว (point estimation) และการ

ประมาณแบบเป็นช่วง (interval estimation) การประมาณค่าพารามิเตอร์ ที่สำคัญ ได้แก่ การประมาณ

ค่าเฉลี่ยประชากร () ด้วยค่าเฉลี่ยตัวอย่าง ( x)  การประมาณค่าส่วนเบี่ยงเบนมาตรฐานประชากร ( ) ด้วย

ค่าส่วนเบ่ียงเบนมาตรฐานตัวอย่าง (s)   

-  การทดสอบสมมติฐาน (hypothesis testing) 

 เมื่อมีความสงสัยในเรื่องใด เราจะตั้งสมมติฐานเกี่ยวกับปัญหานั้น ซึ่งก็คือการตั้งสมมติฐานเกี่ยวกับ

ประชากร จากนั้นก็ทำการเก็บข้อมูลจากกลุ่มตัวอย่าง เพ่ือหาข้อสรุปว่า สมมติฐานที่ตั้งน้ัน เราจะยอมรับหรือ

ปฏิเสธ ทางเคมีวิเคราะห์จะเรียกว่า การทดสอบนัยสำคัญ (significant test) เน่ืองจากความสงสัยที่เกิดขึ้นจะ

เกี่ยวกับผลการวิเคราะห์ ว่าต่างกันอย่างมีนัยสำคัญหรือไม่ หรือแตกต่างเพราะความคลาดเคลื่อนแบบสุ่มที่ไม่

สามารถตัดทิ้งได้ 

- การวิเคราะห์การถดถอยและสหสัมพันธ์ (regression and correlation analysis) 

 การถดถอยเป็นการหาความสัมพันธ์ของตัวแปรตาม (แกน Y) และตัวแปรต้น (แกน X) ดูแนวโน้มว่าเมื่อ

เปลี่ยนตัวแปรต้น แล้วตัวแปรตามจะเพิ่มหรือลด เปลี่ยนไปเท่าไร ค่าสัมประสิทธิ์สหสัมพันธ์ (correlation 

coefficient) มีค่าตั้งแต่ 0-1 เป็นค่าที่บอกเชิงปริมาณของความสัมพันธ์ที่หาได้ ว่าเป็นไปตามความสัมพันธ์นั้น

มากหรือน้อยแค่ไหน โดยแบ่งออกได้เป็น 4 ระดับจากน้อยไปมาก ดังน้ี  

0.00-0.25  ไม่มีความสัมพันธ์ ถึงมีความสัมพันธ์น้อยมาก 

0.25-0.50  มีความสัมพันธ์ น้อยมาก ถึงปานกลาง  

0.50-0.75  มีความสัมพันธ์ ปานกลางถึงดี  

0.75-1.00  มีความสัมพันธ์ ดีถึงดีมาก  

1.3.2 สถิติที่ไมใชพารามิเตอร (non-parametric statistics)  

 สถิติที่ไม่ใช้พารามิเตอร์ เป็นสถิติท่ีใช้กับข้อมูลท่ีไม่มีเงื่อนไขเก่ียวกับการแจกแจงของข้อมูล ไม่ว่าจะเป็น

แบบไหน อย่างไร ก็ใช้วิธีนี้ได้ จึงมีชื ่อเรียกอีกอย่างว่า สถิติที ่มีการแจกแจงอิสระ  (distribution free 

statistics)  เป็นสถิติที่ไม่ได้ทดสอบเกี่ยวกับค่าพารามิเตอร์ของประชากร สามารถใช้ได้กับข้อมูลที่มีการวัด

ระดับต่ำสุด คือ ข้อมูลลักษณะกลุ่มหรือประเภท (nominal or category data) ข้อดีของวิธีนี้คือ ใช้การ

คำนวณอย่างง่าย สามารถคิดในใจได้ถ้าข้อมูลมีจำนวนน้อยมาก โดยมีวิธีทางสถิติเทียบได้กับวิธีทางสถิติที่ใช้

พารามิเตอร์ ได้แก่ การประมาณค่าทางสถิติ การทดสอบสมมติฐานทางสถิติ การวิเคราะห์การถดถอยและ

สหสัมพันธ์ เป็นต้น โดยภาพรวมจะไม่ค่อยพบว่ามีการใช้สถิติที่ไม่ใช้พารามิเตอร์ ในทางเคมีวิเคราะห์มาก

เท่าไร อาจเป็นเพราะสามารถเพิ่มจำนวน n ได้โดยการทำซ้ำในห้องปฏิบัติการทำให้ได้ข้อมูลมีการแจกแจง

แบบปกติ หรือเป็นเพราะโดยธรรมชาติข้อมูลที่ได้เป็นการตรวจวัดปริมาณของสารในตัวอย่าง มีลักษณะที่เป็น

การแจกแจงแบบปกติอยู่แล้ว (Miller & Miller, 2010) ดังนั้นในที่นี้จะกล่าวแทรกถึงสถิติที่ไม่ใช้พารามิเตอร์

เพียงบางส่วน ไว้ในบางบทท่ีมีการใช้ ได้แก่ บทที่ 6 การใช้สถิติ Wilcoxon sign rank test ในการเปรียบเทียบ
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ข้อมูล 2 ชุดว่าต่างกันหรือไม่เพื่อตรวจสอบความถูกต้อง (accuracy) ของวิธี และบทที่ 7 สถิติเชิงปรับแก้ 

(robust analysis) ท่ีใช้กับข้อมูลที่มีค่าสุดต่าง ในการทดสอบความชำนาญ 

1.4 การใชสถิติในงานทางเคมีวิเคราะห 

 เคมีวิเคราะห์เป็นสาขาหนึ่งของวิชาเคมี ที่เน้นศึกษาเกี่ยวกับการวิเคราะห์หาปริมาณของสาร เช่น การ

หาปริมาณตะกั่วในอากาศท่ีเก็บจากถนนที่มีการจราจรคบัค่ัง การหาปริมาณน้ำตาลในเลือดของผู้ป่วย  การหา

ปริมาณไซยาไนด์ในน้ำทิ้งจากโรงงานอุตสาหกรรมชุบโลหะ การทดสอบคุณภาพน้ำดื่ม การทดสอบโลหะผสม

เพื่อยืนยันคุณภาพก่อนนำไปใช้ในอุตสาหกรรม การตรวจสอบทางนิติวิทยาศาสตร์เพื่อใช้ในการดำเนินคดี

อาชญากรรม เป็นต้น วิธีวิเคราะห์หาปริมาณนี้แบ่งได้ออกเป็น 2 วิธีคือ การวิเคราะห์ปริมาณแบบดั้งเดิม เป็น

การไทเทรต (tritimetric method) และการวิเคราะห์เชิงนำ้หนัก (gravimetric method) ส่วนอีกวิธีซ่ึงเป็นที่

นิยมมากในปัจจุบันคือการวิเคราะห์โดยใช้เครื่องมือทางวิทยาศาสตร์ ไม่ว่าจะวิเคราะห์ปริมาณด้วยวิธีใด โดย

หลักการวัดค่าทุกชนิดทางวิทยาศาสตร์ เช่น น้ำหนัก ปริมาตร อุณหภูมิ ความดัน ความยาว ค่าที่วัดได้จะมี 

ความไม่แน่นอนปรากฏอยู่ด้วยที่ตำแหน่งสุดท้ายของค่าที่วัดได้เสมอ (uncertainty in the last digit of 

measurement) ไม่ว่าจะใช้เครื ่องมือวัดค่าที่ละเอียดแค่ไหน การวิเคราะห์ปริมาณจึงมักทำซ้ำหลายครั้ง

สำหรับสารตัวอย่างชนิดเดียวกัน (repeated measurement) เพื่อให้เกิดความน่าเชื่อถือของผลที่ได้ โดย

คำตอบที่ได้จะไม่ตอบเป็นค่าใดค่าหนึ่งค่าเดียว แต่จะต้องมีการประมาณค่าความคลาดเคลื่อนมาด้วยเสมอ 

คำตอบที่ได้ในการวิเคราะห์ปริมาณจึงต้องอาศัยวิธีทางสถิติคำนวณตอบออกมาเป็นค่าทางสถิติ เช่น ใช้

ค่าเฉลี่ย (mean) เป็นคำตอบ และมีค่าส่วนเบี่ยงเบนมาตรฐาน (standard deviation) มาคำนวณเป็นค่า

แสดงความคลาดเคลื่อน หรือเป็นค่าแสดงความเท่ียง (precision) ซึ่งบอกถึงการแจกแจงของคำตอบที่ได้ เป็น

ต้น 

  นอกจากนี ้การวิเคราะห์ปริมาณโดยใช้เครื ่องมือทางวิทยาศาสตร์ มีการสร้างกราฟมาตรฐาน 

(calibration curve) ซึ่งส่วนใหญ่จะเป็นกราฟเส้นตรง โดยการวัดสัญญาณของสารมาตรฐานที่รู้ความเข้มข้น

ด้วยเครื่องมือที่เลือกใช้ นำค่าท่ีได้มาพลอตกราฟ มีแกน y เป็นสัญญาณ และแกน x เป็นความเข้มข้น สมการ

แสดงความสัมพันธ์ของสัญญาณและความเข้มข้นหาได้โดยใช้วิธีทางสถิติที่เรียกว่าการวิเคราะห์ความถดถอย 

(regression analysis)  การพัฒนาวิธีวิเคราะห์โดยเครื่องมือ หรือพัฒนาเครื่องมือขึ้นมาใหม่ จะต้องมีการ

ทดสอบความถูกต้องของผลที ่ได้ โดยการเปรียบเทียบซึ ่งใช้วิธีทางสถิติเช่นกัน เช่น ใช้ t-test ในการ

เปรียบเทียบค่าเฉลี่ยของข้อมูล 2 ชุด ใช้ F-Test ใช้ในการเปรียบเทียบความเที่ยง ของข้อมูล 2 ชุด โดย

ภาพรวมสามารถสรุปการใช้สถิติทางเคมีวิเคราะห์ออกเป็น 2 ประเภท ได้แก่การใช้สถิติในการรายงานผล 

(รวมทั้งการสร้างกราฟมาตรฐาน) และการใช้สถิติในการเปรยีบเทียบผล นอกจากน้ีในการควบคุมคุณภาพการ

วิเคราะห์ในห้องปฏิบัติการก็มีการใช้สถิติเช่นกัน สำหรับการใช้สถิติในการสุ่มตัวอย่างทางเคมีวิเคราะห์ จะใช้

มากโดยเฉพาะกรณีของการนำผลวิเคราะห์ไปใช้ทางสิ่งแวดล้อม 
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1.5 ความคลาดเคล่ือนในการทําปริมาณวิเคราะห  

 ความคลาดเคลื ่อนที่เกิดขึ้นในการวิเคราะห์ปริมาณสามารถแบ่งออก เป็น 2 ชนิด คือ ความคลาด

เคลื่อนแบบมีระบบ (systematic error) และความคลาดเคลื่อนแบบสุ่ม (random error) นอกจากนี้หากผู้ทำ

การทดลองมีความประมาท ทำให้เกิดความผิดพลาด ซึ่งเกิดเป็นบางครั ้ง เช่น การเตรียมสารมาตรฐานผิด 

ความเข้มข้นมากหรือน้อยกว่าค่าจริง ทำสารตัวอย่างหกหล่น สารรีเอเจนต์ที่ใช้มีการปนเปื้อน หรือเครื่องมือ

เกิดเสียระหว่างการวิเคราะห์เนื่องจากไม่มีการซ่อมบำรุงที่ดี ความคลาดเคลื่อนที่เกิดขึ้นนี้จะมีค่ามาก ผลการ

วิเคราะห์จะแตกต่างอย่างค่อนข้างชัด ความคลาดเคลื่อนชนิดนี้ เรียกว่า ความคลาดเคลื่อนแบบรวบยอด 

(gross error)  หากเกิดความคลาดเคลื่อนแบบนี้ข้ึน จะไม่มทีางเลือกอื่นใด นอกจากท้ิงผลการวิเคราะห์นั้นเสีย

และ เร่ิมตั้งต้นการวิเคราะห์ใหมต่ั้งแต่แรก ความคลาดเคลื่อนแบบรวบยอดเป็นความคลาดเคลื่อนที่สังเกตและ

ตรวจสอบได้ง่าย และที่สำคัญหลีกเลี่ยงได้ถ้ามีความระมัดระวัง ต่างจากความคลาดเคลื่อน 2 ชนิดที่กล่าวมา 

ซึ่งสังเกตและแยกประเภทได้ยากกว่า แต่ถ้าไม่แน่ใจว่าผลที ่ค่อนข้างแตกต่างไปจากกลุ ่มมาจากความ

คลาดเคล่ือนแบบรวบยอดหรือไม่ ก็มีการวิเคราะห์ทางสถิติที่เรียกว่า การทดสอบ outlier ไว้สำหรับตรวจสอบ 

เพื่อจะตัดค่านี้ท้ิงหรือไม่ 

 ความคลาดเคล่ือนแบบมีระบบ (systematic error) เป็นความคลาดเคลื่อนที่ควบคุมได้ แก้ไขได้ มี

ค่าแน่นอน มีแนวโน้มไปในทางเดียวกัน เป็นได้ทั้งทางบวกหรือทางลบ แต่จะไม่เกิดเป็นแบบทางบวกหรือทาง

ลบสลับกันไป  

 

ในการวิเคราะห์แต่ละครั้งอาจมีความคลาดเคลื่อนแบบมีระบบจากหลายสาเหตุต่างกัน บางสาเหตุ 

ไปทางบวก บางสาเหตุไปทางลบ ผลรวมค่าความคลาดเคลื่อนแบบมีระบบทั้งหมดจากทุก 

สาเหต ุเรียกว่า ค่าเอนเอียง (bias)  

 

ตัวอย่างสาเหตุของความคลาดเคลื่อนแบบมีระบบ ได้แก่ การใช้เครื่องชั่งหรือเครื่องมือที่ไม่ได้สอบ

เทียบ (calibration) อย่างถูกวิธีหรือ สอบเทียบไม่ตรงตามกำหนดเวลา (ไม่สม่ำเสมอ ทิ้งช่วงนานไป) การใช้

สารเคมีที่ความบริสุทธิ์ไม่ตรงตามที่ระบุ ปฏิกิริยาเคมีที่เกิดช้าหรือเกิดไม่สมบูรณ์ สารเคมีบางตัวที่ไม่เสถียร 

ความคลาดเคลื่อนแบบมีระบบนี้ทำให้ผลการวิเคราะห์ที่ได้แตกต่างไปจากค่าจริงที่ควรจะเป็น เรียกว่ามีผลต่อ

ค่าความถูกต้อง (accuracy) ของผลการวิเคราะห์ การตรวจสอบความถูกต้อง ใช้สถิติในการเปรียบเทียบผล 

เช่น ใช้ t-test เปรียบเทียบผลที่ได้จากการวิเคราะห์ด้วยวิธีที่พัฒนาขึ ้นมาใหม่ กับผลที่วิเคราะห์ด้วยวิธี

มาตรฐาน  หรือใช้วิเคราะห์ด้วยวิธีที่พัฒนาขึ้นมาใหม่นี้ไปตรวจสอบวัสดุอ้างอิงรับรองและเปรียบเทียบผลกับ

ค่าจริงที่เป็นค่ารับรองมาพร้อมกับวัสดุอ้างอิงน้ัน ความคลาดเคลื่อนแบบมีระบบนี้ บางคร้ังเรยีกว่าความคลาด

เคลื่อนท่ีมาจากปัจจัยภายใน ซึ่งหมายถึงปัจจัยที่เกี่ยวข้องกับวิธีวิเคราะห์ และสามารถแก้ไขได้ 

 ความคลาดเคล่ือนแบบสุม (random error) เป็นความคลาดเคลื่อนที่ควบคุมไม่ได้ แก้ไขไม่ได้ ไม่มี

ทิศทางแน่นอน จะเกิดแบบไปทางบวกหรือทางลบสลับกันไปมา เช่น การอ่านค่าที่อยู่ระหว่างสเกลด้วยสายตา
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ของแต่ละคน เป็นค่าที่กะประมาณเอา การปล่อยสารให้ไหลออกจากปิเปตจนหมด ใช้เวลาต่างกัน หรือองศา

ของปิเปตที ่เอียงต่างกันในการปล่อยสาร ความแปรปรวนของอุณหภูมิทำให้ความหนืดและปริมาตรของ

ของเหลวเปลี่ยน สัญญาณรบกวนของเครื่องมือบางชนิดที่มาจากระบบไฟฟ้าซึ่งเรียกว่า background noise 

ซึ่งไดจ้ากการวัดสารละลายแบลงค์ การทำงานของเครื่องชั่ง คา่ตำแหน่งสุดท้ายของน้ำหนักที่ได้จากการชั่ง จะ

มีความไม่แน่นอนเสมอ มาจากการสั่นสะเทือนหรือ ลมพัดซึ่งเป็นสาเหตุที่ไม่สามารถแก้ให้หายไปได้ ค่าความ

ไม่แน่นอนที่ปรากฏอยู่ที่ตำแหน่งสุดท้ายของค่าที่วัดได้ด้วยเครื่องมือวัด เป็นค่าที่กะประมาณเอาตามหลักของ

การคิดเลขนัยสำคัญ ค่านี้จึงเป็นสาเหตุหนึ่งของความคลาดเคลื่อนแบบสุ่มที่อาจกล่าวได้ว่ามีอยู่ในเกือบทุกการ

วิเคราะห์ปริมาณที่มีการใช้อุปกรณ์และเครื่องมือ นอกจากนี้ยังมีปัจจัยภายนอกที่ไม่เกี่ยวกับวิธีวิเคราะห์ เช่น 

การเปลี่ยนผู้วิเคราะห์ การเปลี่ยนวันที่วิเคราะห์ การเปลี่ยนห้องปฏิบัติการวิเคราะห์ ความแปรปรวนของ

อุณหภูมิและความดันในห้องปฏิบัติการ การใช้สารเคมีจากผู้ผลิตคนละแห่งหรือคนละล๊อทของการผลิต เป็น

ต้น ความคลาดเคลื่อนแบบสุ่มนี้มีผลต่อค่า ความเที่ยง (precision) ของผลการวิเคราะห์ ซึ่งสามารถรายงาน

ด้วยค่าส่วนเบี่ยงเบนมาตรฐานสัมพัทธ์ (relative standard deviation)  

 

 ความคลาดเคล่ือนทั้งสองชนิดนี้ สามารถเปรียบเทียบกันได้ดังตารางที่ 1.2 

ตารางที่ 1.2 ลักษณะของความคลาดเคลื่อนแบบมีระบบและแบบสุ่ม (Miller & Miller, 2010) 

ความคลาดเคลื่อนแบบมีระบบ ความคลาดเคลื่อนแบบสุ่ม 

ทำให้เกิดความเอนเอียง (bias) มีผลต่อค่าความ

ถูกต้อง (accuracy)  

มีผลต่อค่าความเที่ยง (precision) หรือ 

repeatability และ reproducibility 

ควบคุมได้ แก้ไขได้ โดยเปรียบเทียบกับวิธีมาตรฐาน 

หรอืวัสดอุ้างอิงรับรอง 

ควบคุมไม่ได้ แก้ไขไม่ได้ ไม่สามารถทำให้เป็นศูนย์ได้ 

แต่ทำให้ลดลงได้ด้วยการวิเคราะห์อย่างระมัดระวัง 

ด้วยเทคนิคที่ดีจากผู้ทำการทดลองที่มีประสบการณ์ 

มีแนวโน้มไปในทางเดียวกัน อาจจะมากกว่าค่าจริง 

หรอืน้อยกว่าค่าจริง 

ไม ่ม ีท ิศทางแน ่นอน ทำให ้ผลท ี ่ ว ิ เคราะห ์ซ ้ ำ 

(replicate) แกว่งไปมารอบค่าเฉลี่ย 

ไม่สามารถหาค่าได้จากการวิเคราะห์ซ้ำ 

รายงานเชิงคุณภาพด้วยการทดสอบสมมติฐานว่า

ต่างหรอืไม่ต่างจากค่าจริง 

หาค่าได้จากการวิเคราะห์ซ้ำ  

รายงานเชิงปริมาณด้วยค่าส่วนเบี่ยงเบนมาตรฐาน

สัมพัทธ์ 

เกิดได้จากผู้ทดลองหรือจากเคร่ืองมือ เก ิดได ้จากผ ู ้ทดลอง จากเครื ่องม ือ หร ือจาก

สิ่งแวดล้อม 
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แบบฝกหัดทายบทที่ 1 

1.1 สถิติแบ่งออกเป็นก่ีประเภท อะไรบ้าง และในการทำปริมาณวิเคราะห์ มีการใช้สถิติประเภทใดใน

ขั้นตอนไหนของการทำปริมาณวิเคราะห์ จงอธิบาย 

 

1.2 การวิเคราะห์หาปริมาณกรดอะซิติกในน้ำส้มสายชู ที่เก็บตัวอย่างมาจากตลาด จำนวน 100 ตัวอย่าง 

ได้ผลวิเคราะห์ดังน้ี ให้สร้างฮิสโทแกรมของข้อมูลชุดน้ี โดยใช้ค่า bin width ที่คำนวณได้จากสมการที่ 

1.1  1.2 และ 1.3 เปรียบเทียบฮิสโทแกรมท่ีได้ สมการไหนให้จำนวนชั้นใกล้ค่า n    

3.7 4.2 4.7 4.0 4.9 4.3 4.0 4.2 4.7 4.1 

4.2 3.8 4.2 4.2 3.8 4.7 3.9 4.7 4.1 4.9 

4.4 4.2 4.0 4.3 4.1 4.5 3.8 4.8 4.3 4.4 

4.4 4.8 4.5 4.3 4.0 4.3 4.5 4.1 4.4 4.2 

4.3 4.6 4.5 4.4 3.9 4.6 3.8 4.0 4.3 4.4 

4.2 3.9 3.6 4.1 3.8 4.4 4.1 4.2 4.7 4.3 

4.4 4.3 4.1 4.0 4.7 4.6 4.3 4.1 4.2 4.6 

4.8 4.5 4.3 4.0 3.9 4.4 4.2 4.0 4.1 4.5 

4.9 4.8 3.9 3.8 4.0 4.9 4.5 4.7 4.4 4.6 

4.4 3.9 4.2 4.6 4.2 4.4 4.4 4.1 4.8 4.0 

 

1.3 ให้หาว่าข้อมูลในข้อ 1.2 มีการแจกแจงแบบปกติหรือไม่ โดยใช้การวิเคราะห์ค่าความเบ้ (skewness) 

และความโด่ง (kurtosis) ในการตรวจสอบ 

 

1.4 ค่าทศนิยมตำแหน่งสุดท้ายของน้ำหนักที่ช่ังจากเครื่องช่ังละเอียด มักจะไม่ค่อยนิ่ง เป็นลักษณะข้อมูล

ที่เกิดจากความคลาดเคลื่อนแบบใด ค่าสถิติที่ใช้บอกลักษณะของข้อมูลนี้ในเชิงปริมาณคือค่าใด 

 

1.5 ความคลาดเคลื่อนในการทำปริมาณวิเคราะห์ เกี่ยวข้องกับสถิติอย่างไร 
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บทที่ 2  

                                                                                   ขอมูลและการตรวจวัดซ้ํา 
 

 การหาปริมาณทางเคมีวิเคราะห์ ข้อมูลดิบคือข้อมูลเบื้องต้นที่ได้จากห้องปฏิบัติการ จะเป็นในรูป 

น้ำหนัก ปริมาตร เวลา อุณหภูมิ และค่าสัญญาณที่ได้จากเครื่องมือวัดทางวิทยาศาสตร์ เช่น ค่าการดูดกลืน

แสง (absorbance) ค่าการคายแสง (emission) ค่าความเข้มแสง (intensity) เป็นต้น ซึ่งอาจรายงานในแบบ

พื้นที่พีค (peak area) ความสูงพีค (peak height) หรือการอ่านค่าในขณะใดขณะหนึ่ง (transient signal) 

ของสัญญาณที่มาแบบต่อเนื่อง (ไม่มีลักษณะเป็นพีค) จากนั้นข้อมูลดิบเหล่านี้ จะผ่านการคำนวณออกมาเป็น 

หน่วยความเข้มข้นเพื่อบอกปริมาณ เช่น โมล/ลิตร (mol/L) พีพีเอ็ม (ppm) หรือ มิลลิกรัมต่อกิโลกรัม 

(mg/kg)  พีพีบี (ppb) หรอื ไมโครกรัมต่อกิโลกรมั (g/kg)  ข้อมูลข้ันสุดท้ายนี้จะถูกนำมาคำนวณด้วยวิธีทาง

สถิติเพื่อรายงานผลหรือเปรียบเทียบผล ทางสถิติเรียกข้อมูลเหล่านี้ว่า ตัวแปร (variables) ซึ่งหมายถึงลักษณะ

หรือสมบัติของประชากรท่ีผู้ศึกษาสนใจ  

 ปัจจุบันเครื่องมือวัดทางวิทยาศาสตร์บางประเภท อำนวยความสะดวกให้ผู้วิเคราะห์โดยใส่สมการ

สำหรับคำนวณไว้ในเครื่อง และให้คำตอบเป็นข้อมูลขั้นสุดท้ายเลย ซึ่งอาจเป็นในรูปน้ำหนักหรือความเข้มข้น 

แต่มักจะเป็นการวิเคราะห์แบบกึ่งปริมาณวิเคราะห์ (semi-quantitative analysis) คือวัดในระดับปริมาณที่

มาก บอกค่าเป็นช่วงไมล่ะเอียดนัก เช่น บอกเป็นเปอร์เซ็นต์น้ำหนักต่อปริมาตร (%w/v) เปอร์เซ็นต์น้ำหนักต่อ

น้ำหนัก (%w/w) เป็นต้น ข้อมูลแบบนี้จึงต่างไปจากข้อมูลดิบที่ได้มาจากการวิเคราะห์แบบดั้งเดิม ด้วยการ

ไทเทรต หรือการตกตะกอน ข้อมูลดิบเหล่านี้ต้องนำมาคำนวณเพื่อให้ได้ข้อมูลขั้นสุดท้าย ที่จะนำไปคำนวณ

ทางสถิติ อย่างไรก็ดีก่อนจะได้มาซึ่งข้อมูล จะต้องมีตัวอย่างที่จะวิเคราะห์ก่อน การได้มาซึ่งตัวอย่างจึงเป็นสิ่ง

สำคัญที่ต้องคำนึงถึง เพ่ือให้ได้ตัวอย่างที่เป็นตัวแทนที่ดีของประชากรที่เก็บตัวอย่างนั้นมา ผลวิเคราะห์ที่ได้จึง

จะสามารถอธิบายลักษณะประชากรนั้นได้ใกล้เคียงถูกต้อง  

 จากที่กล่าวมาจะพบว่าตัวอย่างทางเคมีวิเคราะห์มีความแตกต่างจากตัวอย่างทางสถิติทั่วไปทางด้าน

อื่นที่ตัวอย่างจะแทนค่าข้อมูลที่นำมาคำนวณทางสถิติ หนึ่งตัวอย่างจึงให้หนึ่งข้อมูล เช่น นักเรียนชั้นมัธยม

ปลายที่สนใจเข้าศึกษาต่อมหาวิทยาลัยบูรพา ผู้สงูอายุที่ยังทำงานประจำ เป็นต้น แต่ตัวอย่างทางเคมีวิเคราะห์

ต้องนำมาผ่านขบวนการเตรียมตัวอย่างทางเคมี เช่น การสกัด การแยก การละลาย ก่อนที่จะนำไปตรวจวัด

เพื่อให้ได้ข้อมูลดิบออกมา และผ่านการคำนวณเป็นข้อมูลขั้นสุดท้ายซึ่งเป็นค่าปริมาณสารที่ตรวจวัดได้ที่จะ

นำไปวิเคราะห์ด้วยสถิติ ดังนั้นทางเคมีวิเคราะห์ซึ่งมีการตรวจวัดซ้ำ (repeated measurement) ต่อหนึ่ง

ตัวอย่างที่เตรียมมา จึงทำให้ได้ข้อมูลขั้นสุดท้ายมากขึ้น ตามจำนวนครั้งของการตรวจวัดซ้ำ ซึ่งก็คือขนาด

ตัวอย่าง (sample size; n) ที่เทียบได้กับจำนวนตัวอย่างในกลุ่มตัวอย่างที่ถูกสุ่มมาจากประชากรของทางสถิติ

ที่ใช้ทั่วไป (Miller & Miller, 2010) โดยสรุป ขนาดตัวอย่าง (n) หมายถึง จำนวนครั้งที่ตรวจวัดซ้ำ (number 

of repeated measurement) ของตัวอย่างในงานวิจัยเชิงการทดลอง ตัวอย่างดังในตารางท่ี 2.1 หรือจำนวน

ตัวอย่างที่ตรวจนับหรือสังเกต (number of observations) ในงานวิจัยเชิงสำรวจ ตัวอย่างดังในตารางที่ 2.2 


