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Summary of Basic Knowledge in Statistics with Examples 

คำนำ 
ความรู้ทางสถิติศาสตร์เป็นเครื่องมือสำคัญที่ช่วยพัฒนาทักษะการคิดเชิงวิเคราะห์ การตั้งคำถาม และการประเมิน

ความน่าเชื่อถือของข้อมูล ผู้ที่มีพื้นฐานด้านนี้จะสามารถตัดสินใจอย่างมีเหตุผลบนพื้นฐานของข้อมูลจริง รวมถึงสามารถ
ถ่ายทอดสารสนเทศท่ีซับซ้อนให้อยู่ในรูปแบบท่ีเข้าใจง่าย และใช้เป็นพื้นฐานในการทำวิจัยเพื่อสร้างสรรค์นวัตกรรมใหม่ ๆ ดัง
พระราโชวาทของพระบาทสมเด็จพระปรมินทรมหาภูมิพลอดุลยเดชฯ ที่ทรงเน้นถึงความสำคัญของการใช้สถิติอย่างรอบคอบและ

ต้องทำอย่างซ่ือสัตย์ เพื่อหลีกเลี่ยงการบิดเบือนข้อมูล  ซ่ึงอาจนำไปสู่การวางแผนท่ีผิดพลาดและเกิดผลเสียต่อการพัฒนาเศรษฐกิจและ
สังคมของประเทศ 

แม้สถิติศาสตร์จะเป็นศาสตร์ที่มีความซับซ้อน โดยเฉพาะในประเด็นที่เกี่ยวข้องกับคณิตศาสตร์และการเลือกใช้วิธี
วิเคราะห์ที่เหมาะสมในแต่ละสถานการณ์ แต่ด้วยเครื่องมือและเทคโนโลยีสมัยใหม่ เช่น โปรแกรมสำเร็จรูปทางสถิติ ได้ช่วยให้
การเรียนรู้และประยุกต์ใช้งานเป็นเรื่องที่เข้าถึงได้ง่ายขึ้น จากประสบการณ์ของผู้เขียนที่ได้สอนรายวิชาการจัดการข้อมูลและ
สถิติพื้นฐานแก่คณะต่าง ๆ ในมหาวิทยาลัยขอนแก่น หนังสือเล่มนี้จึงถูกจัดทำขึ้น  เพื่อสรุปหลักการและแนวคิดพื้นฐานทาง
สถิติศาสตร์ โดยใช้ภาษาที่เข้าใจง่าย พร้อมตัวอย่างประกอบ เพื่อให้เหมาะกับผู้อ่านทุกระดับ โดยเฉพาะอย่างยิ่งผู้ที่ต้องการ
ทบทวนความรู้เดิม แม้ในบางกรณีจะมีการใช้คำศัพท์ที่ต่างจากพจนานุกรมทางวิชาการ แต่ยังคงไว้ซึ่งความหมายเดิม เช่น 
“การสุ่มตัวอย่าง” แทน “การชักตัวอย่าง” เพื่อให้ง่ายต่อการเข้าใจ สำหรับเวอร์ชัน 3 ได้ปรับแก้จุดบกพร่องและเพิ่มเติม 
รายละเอียดในเรื่องของการกำหนดขนาดตัวอย่าง nonparametric และการวิเคราะห์ความสอดคล้อง รวมทั้งมี Playlist 
ประกอบบางหัวข้อ 

ผู้เขียนขอขอบคุณคณาจารย์สาขาวิชาสถิติ คณะวิทยาศาสตร์ มหาวิทยาลัยขอนแก่น และผู้อ่านทุกท่านที่ให้
คำแนะนำอันมีคุณค่า รวมถึงขอขอบคุณบุพการี อาจารย์ ครอบครัว และทุกท่านที่มีส่วนสนับสนุนให้หนังสือเล่มนี้สำเร็จลุล่วง
ลงได้ด้วยดี หวังเป็นอย่างยิ ่งว่า หนังสือเล่มนี้จะช่วยเสริมสร้างทักษะด้านข้อมูล (Data Literacy) แก่ผู ้อ่าน และช่วย
วางรากฐานอันมั่นคงสำหรับการเรียนรู้ด้านสถิติศาสตร์ในระดับที่ลึกยิ่งขึ้น หากมีข้อเสนอแนะเพิ่มเติมสามารถติดต่อได้ผ่าน 
QR Code ด้านล่าง หรือ https://kku.world/obdfe จักขอบคุณยิ่ง 
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สื่อการเรียนรู้อ่ืน ๆ ท่ีเกี่ยวข้อง 
 

ทั้งนี้ เพื่อให้การเรียนรู้ดงักล่าวเกิดประสิทธิผลยิ่งข้ึน แนะน าให้ทุกท่านได้ฝึกท าโจทย์ต่าง ๆ 

โดยทุกท่านสามารถหาโจทย์ไดจ้ากหนังสือหรอืต าราทางสถิติทั่วไป 
ส ำหรับหนังสือเลม่นี้ได้จดัท ำชดุข้อมลูให้กับทุกท่ำน 1 ชดุ เพื่อใช้ในกำรฝกึฝน สำมำรถดำวน์โหลดได้ตำมลิงคต่์อไปนี้ 

 

▪ Dataset Excel พร้อมโจทย์   https://kku.world/zkpct 
▪ Playlist บน YouTube  https://kku.world/cglmfz 
  

▪ Textbook แนะน ำแบบฝึกหั ด   Lind, DA., Marchal WG., & Wathen, SA. (2018). Statistical Techniques in 
Business and Economics. USA: McGraw-Hill Education 
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  Summary of basic knowledge in statistics 

ส่วนที่ 1 สถิติศาสตร์และประเภทของสถิติเป็นอย่างไร  
 

1.1 สถิติศาสตร์และระเบียบวิธีการทางสถิติ 
1.1.1 ความหมายของสถิติศาสตร์ 

สถิติ (Statistic) เป็นตัวเลขหรือค่าที่ได้จากการวิเคราะห์ชุดข้อมูลที่เราสนใจ ข้อมูล หมายถึง 
ตัวเลขหรือข้อความที่แทนความเป็นจริงของเรื่อง หรือสิ่งที่สนใจ เมื่อนำข้อมูลเหล่านั้นมาจัดระเบียบและ
กลั่นกรองด้วยหลักการทางสถิติศาสตร์ สิ่งที่ได้ คือ สารสนเทศ ซึ่งสารสนเทศที่ดีจะต้องอยู่ในรูปแบบที่ผู้อ่าน
สามารถเข้าใจได้ง่าย และสื่อความหมายได้ชัดเจนในเรื่องที่นำเสนอ 

สำหรับหลักการทางสถิติ ระเบียบวิธีการทางสถิติ หรือกระบวนการทางสถิตินั้น นับได้ว่าเป็น
ส่วนประกอบที ่สำคัญในความหมายของคำว่าสถิติศาสตร์  สำนักงานสถิติแห่งชาติ (NSO) ได้ให้นิยาม
สถิติศาสตร์ที่สามารถสรุปได้ว่า สถิติศาสตร์ (Statistics) เป็นศาสตร์ที่ว่าด้วยหลักการ และระเบียบวิธีการ
ทางสถิติ ที่ประกอบด้วยการเก็บรวบรวมข้อมูล การจัดระบบข้อมูล การวิเคราะห์ข้อมูล และการแปล
ความหมายหรือตีความข้อมูลหรือผลลัพธ์ รวมไปถึงการนำเสนอข้อมูลและข้อสรุปที่ได้จากการวิเคราะห์  
 

สถิติศาสตร:์ เป็นศาสตรท์ี่ว่าดว้ยหลกัการ และระเบียบวิธีการทางสถิติ ซึ่งประกอบดว้ย การเก็บรวบรวม

ขอ้มลู การจัดระบบ การน าเสนอขอ้มลู การวิเคราะหข์อ้มลู และการแปลความหมายขอ้มลู (ส านกังาน

สถิติแห่งชาติ, (2565))  
 

Statistics is the science of collecting, organizing, presenting, analyzing, and interpreting numerical 

data to assist in making more effective decisions. (Lind D.A., and et al., 2018) 

Data literacy เป็นการสรา้งทักษะ หรือสรา้ง Mindset สรา้งจิตส านึก ในการคน้หาขอ้มลู หรือพดูคยุ

แลกเปลี่ยนกนับนขอ้มลู 

 

1.1.2 ระเบียบวิธีการทางสถิติ 
ระเบียบวิธีการทางสถิติ (Statistical Method) หมายถึง กระบวนการ หรือขั ้นตอน ตั ้งแต่

ระเบียบวิธีการเก็บรวบรวมข้อมูลหรือการได้มาซึ่งข้อมูล ไปจนถึงการวิเคราะห์  การนำเสนอข้อมูลและ
สารสนเทศที่ได้จากการวิเคราะห์ หากเป็นการทดลองหรือการสำรวจด้วยตัวอย่าง จำเป็นต้องคำนวณหาขนาด
ตัวอย่างที่เหมาะสม รวมถึงการวางแผนในการสุ่มตัวอย่างที่มั่นใจได้ว่าสามารถได้ตัวอย่างที่เป็นตัวแทนที่ดีของ
ประชากรได้ ซึ่งระเบียบวิธีทางสถิติถือว่าเป็นเครื่องมือ (Tool) สำคัญของนักวิจัย นักประเมินผล นักวิชาการ 
และนักบริหารทุกสาขา สามารถเขียนสรุปเป็นกรอบแนวคิดได้ตามรูปที่ 1.1 โดยมีประเด็นสำคัญดังนี้ 

1) การตั้งโจทย์วิจัย การเลือกโจทย์วิจัยหรือหัวข้อของงานวิจัยที่ดีเป็นประเด็นสำคัญ เพราะจะ
ช่วยให้ผู้วิจัยสามารถดำเนินงานวิจัยได้อย่างมีประสิทธิภาพและประสบความสำเร็จ โจทย์วิจัยท่ีดีควรเป็นเรื่อง
ที่ก่อให้เกิดองค์ความรู้ใหม่ ๆ และมีประโยชน์สามารถนำไปประยุกต์ปรับใช้ได้จริง ชื่อเรื่องวิจัยควรเป็นคํานาม
หรือข้อความที่เรียบเรียงสละสลวยได้ใจความที่สมบูรณ์ กระชับ ชัดเจน หากเป็นไปได้อ่านแล้วควรตีความได้
ว่าจะทำอะไร กับประชากรกลุ่มใด เพื่อแก้ปัญหาอะไร ในพื้นที่ใด ตัวแปรและวิธีการวิเคราะห์เป็นอย่างไร 
จากนั้น ผู้วิจัยควรมีการกำหนดคำถามวิจัย ซึ่งอาจมีคำถามปลีกย่อยอีกหลายประเด็นตามที่ผู้วิจัยเกิดข้อสงสัย 
เช่น ระหว่างเพศมีความแตกต่างกันหรือไม่ ระหว่างกลุ่มอาชีพมีความแตกต่างกันหรือไม่ เป็นต้น 
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ตัวอย่าง Ex.1 วิจัยเรื่อง พฤติกรรมการซื้อสินค้าออนไลน์ของผู้บริโภคสูงอายุ จังหวัด xyz ในยุคดิจิทัล  ชื่อ
เรื่องดังกล่าวทำให้ทราบว่าจะวิเคราะห์พฤติกรรมการซื้อสินค้าบนออนไลน์ในยุคดิจิทัล โดยประชากร
เป็นผู้สูงอายุ ในพ้ืนที่จังหวัด xyz 

ตัวอย่าง Ex.2 วิจัยเรื ่อง การพัฒนาระบบเพื่อทำนายการพ้นสภาพจากนักศึกษาระดับปริญญาตรี คณะ
วิทยาศาสตร์ มหาวิทยาลัย xyz ด้วยเทคนิคเหมืองข้อมูล  ชื่อเรื่องดังกล่าวทำให้ทราบว่าจะพัฒนา
ระบบเพื่อทำนายการพ้นสภาพจากนักศึกษา ด้วยวิธีการวิเคราะห์ข้อมูลที่ใช้เทคนิคเหมืองข้อมูล โดย
ประชากรเป็นนักศึกษาระดับปริญญาตรี พื้นที่ที่ใช้ในการศึกษา คือ คณะวิทยาศาสตร์ มหาวิทยาลัย 
xyz 
 

   
 

รูปที่ 1.1 กรอบแนวคิดของระเบียบวิธีการทางสถิติ 
 

2) การเก็บรวบรวมข้อมูล จากโจทย์วิจัยหรือวัตถุประสงค์ของการวิจัยที่ชัดเจน จะทำให้เรา
สามารถระบุรูปแบบการเก็บรวบรวมข้อมูลได้เหมาะสม รวมไปถึงระบุตัวแปรและประเภทของข้อมูลได้ชัดเจน
ด้วย ซึ่งในบางครั้งข้อมูลอาจจะมาจากหลากหลายแหล่ง โดยเฉพาะอย่างยิ่งในยุคของ Big data นั้น ข้อมูลต่าง 
ๆ เกิดขึ ้นบน internet หรือสื ่อสังคมออนไลน์ในลักษณะที่หลากหลายรูปแบบ ซึ ่งต้องใช้หลักการทาง
วิทยาศาสตร์ข้อมูล เพื่อสกัด (Extract) ข้อมูล มาจากฐานข้อมูลที่หลากหลาย และทำการตรวจสอบคุณภาพ
ของข้อมูลหรือแปลงรูปของข้อมูล (Transform) ให้อยู ่ในลักษณะที่เหมาะก่อนที ่จะนำเข้า (Load) สู่
กระบวนการวิเคราะห์ต่อไป ทั้งนี้วิธีการเก็บรวบรวมข้อมูลเบื้องต้นอาจแบ่งได้เป็น 2 แบบ ดังนี้ 

  
ขอ้มลูปฐมภมิู : เป็นการเก็บรวบรวมขอ้มลูที่ผูว้ิจัยเก็บจากผูใ้หข้อ้มลูโดยตรง 

ขอ้มลูทติุยภมิู : เป็นขอ้มลูที่ผูว้ิจัยไม่ไดเ้ก็บจากเจา้ของขอ้มลู รวมทั้งไมไ่ดเ้ป็นผูว้างแผนในการจัดเก็บขอ้มลู

เหล่านัน้ดว้ยตนเอง 
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2.1) แบบปฐมภูมิ โดยทั่วไปมี 3 วิธี ได้แก่ การบันทึก การสำรวจ และการทดลอง  
สำหรับการเก็บรวบรวมข้อมูลด้วยวิธีการบันทึกนั้น เกิดขึ้นเป็นประจำในหน่วยงาน

ต่างๆ เช่น การรับ order จากลูกค้า การแจ้งเกิด การแจ้งตาย เป็นต้น สิ่งที่สำคัญของการบันทึก คือการ
ออกแบบ แบบฟอร์มที่ใช้ในการบันทึก จะต้องมีความชัดเจน เพื่อให้ผู้กรอกข้อมูลเข้าใจตรงกัน และกรอก
ข้อมูลได้ถูกต้องและตรงตามความเป็นจริง 

ส่วนการเก็บรวบรวมข้อมูลจากการทดลอง เป็นการวิเคราะห์เพื ่อตอบคำถาม
เฉพาะเจาะจงเกี่ยวกับอิทธิพลของปัจจัยที่สนใจ โดยพยายามควบคุมปัจจัยอื่นที่ไม่เกี ่ยวข้อง ดังนั้น การ
ออกแบบแผนแบบการทดลองจึงเป็นเรื่องที่สำคัญ ซึ่งอาจะต้องแยกผลของปัจจัยอื่นที่ไม่ต้องการศึกษาออก
จากปัจจัยที่ต้องการศึกษาให้ได้ เช่น ต้องการทราบว่าปุ๋ย 3 ยี่ห้อ ทำให้ผลผลิตต่อไร่ของข้าวพันธุ์ A แตกต่าง
กันหรือไม ่ 

ส่วนการเก็บรวบรวมข้อมูลด้วยการสำรวจนั้น เครื่องมือที่ใช้มักจะเป็นแบบสอบถาม 
หรือแบบประเมิน ที่ควรตรวจสอบคุณภาพของเครื่องมือก่อนนำไปใช้  ซึ่งการตรวจสอบว่าแบบสอบถามมี
คุณภาพเพียงพอหรือไม่นั ้น ในเบื ้องต้นควรดำเนินการตรวจสอบความตรงเชิงเนื ้อหา  (Validity) และ
ตรวจสอบความเชื่อมั่นของแบบสอบถาม (Reliability) ดังนี้  

ก) ตัวแปรที่จัดเก็บต้องครอบคลุมประเด็นที่ต้องการศึกษา  หรือต้องมีความตรงกับ
เนื้อหาวิจัยที่เรากำลังค้นคว้าอยู่เรียกว่า Validity ซึ่งจำเป็นต้องใช้ผู้เชี่ยวชาญในเรื่องดังกล่าวช่วยตรวจสอบ 
ส่วนใหญ่จะใช้ผู้เชี่ยวชาญ 3 คนข้ึนไปและควรเป็นเลขคี่ โดยนำความเห็นของผู้เชี่ยวชาญทุกคนมาวิเคราะห์ค่า
ดัชนีความสอดคล้องระหว่างข้อคำถามกับวัตถุประสงค์และเนื ้อหา (IOC : Index of item objective 
congruence) หากคำถามข้อนั้นๆ มีค่า IOC อยู่ระหว่าง 0.5 ถึง 1 จะถือว่ามีความเที่ยงตรงสามารถนำมาใช้
ได้ แต่อย่างไรก็ตามควรนำข้อเสนอแนะต่าง ๆ จากผู้เชี่ยวชาญมาประกอบการปรับแก้แบบสำรวจก่อนที่จะ
นำไปใช้งาน  

ข) ตรวจสอบความน่าเชื่อถือของแบบสอบถาม โดยนำแบบสอบถามที่ผ่าน IOC และ
ได้ทำการปรับแก้แล้วไปทดลองใช้งาน (Try Out) กับกลุ่มตัวอย่างที่มีลักษณะคล้ายคลึงกับกลุ่มตัวอย่างที่จะ
นำไปใช้จริง โดยเก็บมาอย่างน้อย 30 ชุด จากนั้นนำมาวิเคราะห์ค่าสถิติ Cronbach's Alpha ซึ่งเป็นสถิติ
ทดสอบความเชื ่อมั ่น (Reliability) โดยเป็นการตรวจสอบความสัมพันธ์ภายในกลุ ่มตัวแปร (Internal 
Consistency) โดยเฉพาะอย่างยิ่งตัวแปรในกลุ่มของความคิดเห็นหรือทัศนคติ ซึ่งควรมีค่ามากกว่า 0.7 จึงจะ
ถือว่าใช้งานได ้ 

 

ตัวอย่าง Ex.3 วิจัยเรื่อง พฤติกรรมการลงทุน Cryptocurrency ของพนักงานภาครัฐบาล จังหวัดขอนแก่น  

เรื่องดังกล่าวข้อมูลเกิดขึ้นอยู่แล้วตามธรรมชาติจากหน่วยตัวอย่างที่เราจะเข้าไปศึกษา ดังนั้น วิธีการ
สำรวจแบบปฐมภูมิ จึงเป็นวิธีการที ่เหมาะสม โดยต้องวางแผนการสุ ่มตัวอย่างกลุ ่มพนักงาน
ภาครัฐบาลในพื้นที่จังหวัดขอนแก่น และการเก็บรวบรวมข้อมูลจะต้องเก็บจากผู้ให้ข้อมูลโดยตรง 
เครื่องมือที่เหมาะสมคือ แบบสอบถาม ที่ต้องมีคุณภาพเพียงพอ  
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▪ Ex 3.1 ในรูปที่ 1.2 การคำนวณ IOC ของข้อคำถาม 4 ข้อ โดยผู้เชี่ยวชาญ 3 คน พบว่าแต่ละข้อ
มีค่า IOC มากกว่า 0.5 ตามหมายเลข  แสดงว่าแต่ละข้อมีความเที่ยงตรง แต่อย่างไรก็ตาม
ควรนำความคิดเห็นและข้อเสนอแนะของผู้เชี่ยวชาญมาปรับแก้ข้อคำถามให้มีความเหมาะสมและ
ชัดเจนยิ่งขึ้น 

 

  
 

รูปที่ 1.2 ตัวอย่างเรื่อง IOC 
 

▪ Ex 3.2 ในรูปที่ 1.3 ผลการคำนวณ Cronbach's Alpha กรณีตรวจสอบข้อคำถาม 6 ข้อ (A1 to 
A6) ตามหมายเลข ได ้ค ่าความเช ื ่อม ั ่นเท ่าก ับ  0.903 ซึ ่งมากกว ่า 0.7 แสดงว ่าของ
แบบสอบถามชุดนี้มีความน่าเชื่อถือเพียงพอที่จะนำไปใช้ได้  

 

   
 

รูปที่ 1.3 ตัวอย่างเรื่อง Reliability ของข้อคำถามในแบบสอบถาม 
 

นอกจากนี้จะต้องกำหนดขนาดตัวอย่าง และและออกแบบวิธีการเก็บรวบรวมข้อมูลให้ชัดเจน 
โดยเฉพาะอย่างย่ิงวิธีการสุ่มตัวอย่าง เพ่ือให้ได้มาซึ่งข้อมูลที่เป็นตัวแทนที่ดีของประชากร  

 

2.2) ข้อมูลทุติยภูมิ เป็นข้อมูลที่ผู้ใช้หรือผู้วิจัยไม่ได้สัมผัสโดยตรงกับเจ้าของข้อมูล รวมทั้ง
ไม่ได้เป็นผู้วางแผนในการจัดเก็บข้อมูลด้วยตนเอง เช่น นำข้อมูลมาจากฐานข้อมูลต่างๆ ที่มีการรวบรวมข้อมูล
ไว้แล้วโดยหน่วยงานภาครัฐ ภาคเอกชน หรือมาจากข้อมูลที่เก็บรวบรวมไว้แล้วบนเครือข่ายบนอินเทอร์เน็ต ซึ่ง
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ข้อมูลเหล่านี้อาจจะไม่ตรงกับวัตถุประสงค์ของผู้วิจัย หรือมีรายละเอียดไม่เพียงพอที่จะนำไปวิเคราะห์ ดังนั้น 
การตรวจสอบข้อมูลทุติยภูมิจึงเป็นเรื่องที่สำคัญ โดยควรมีการตรวจสอบความเชื่อถือได้ของแหล่งข้อมูล ความ
เหมาะสมของขนาดตัวอย่างวิธีการเก็บรวบรวมข้อมูลว่าเหมาะสมหรือไม่ ตรวจสอบความครบถ้วนสมบูรณ์ของ
ข้อมูลว่าครอบคลุมหรือสอดคล้องกับประเด็นหรือวัตถุประสงค์ของผู้วิจัยที่ต้องการศึกษาหรือไม่ รวมถึง
ตรวจสอบความทันสมัยของข้อมูล และความแนบในหรือความคงเส้นคงวา หมายถึงข้อมูลมีความถูกต้องและ
สอดคล้องกับแหล่งขอ้มูลอื่น ๆ หรือไม ่ตามตัวอย่าง Ex.4 
 

ตัวอย่าง Ex.4 เรื ่อง การพัฒนาระบบเพื ่อทำนายการพ้นสภาพจากนักศึกษาระดับปริญญาตรี คณะ
วิทยาศาสตร์ มหาวิทยาลัยขอนแก่น ด้วยเทคนิคการทำเหมืองข้อมูล เรื่องดังกล่าวข้อมูลเกิดขึ้นอยู่
แล้วตามธรรมชาติจากหน่วยตัวอย่างที่เราจะเข้าไปศึกษา แต่เราจำเป็นต้องใช้ข้อมูลจำนวนมาก
เพียงพอเพื่อนำมาทำเหมืองข้อมูล ซึ่งระบบทะเบียนนักศึกษาของมหาวิทยาลัย ได้มีการจัดเก็บข้อมูล
เหล่านี้อยู่แล้ว ดังนั้น วิธีการเก็บรวบรวมข้อมูลแบบทุติยภูมิ จึงเป็นวิธีการที่เหมาะสม ซึ่งสามารถนำ
ข้อมูลย้อนหลังมากกว่า 3 ปีมาศึกษาได้ ซึ่งตัวแปรที่ต้องใช้ในการวิเคราะห์ คือสาเหตุต่าง ๆ เกี่ยวกับ
การพ้นสภาพของนักศึกษาแต่ละคน ในแต่ละสาขาวิชา เป็นต้น ดังนั้น สำหรับกรณีนี้ผู ้วิจัยควร
ออกแบบตารางข้อมูล หรือแบบบันทึกที ่ระบุว่าต้องการตัวแปรอะไรบ้าง รวมถึงวางแผนการ
ตรวจสอบคุณภาพข้อมูลที่ได้และการจัดการกับข้อมูลที่ผิดปกติ 

 

3) การจัดการ การตรวจสอบ และการนำเสนอข้อมูลเบื้องต้น เป็นกระบวนการทำความสะอาด
ข้อมูล และจัดการกับข้อมูลก่อนเข้าสู่กระบวนการวิเคราะห์ข้อมูลต่อไป โดยผู้วิจัยจะต้องใช้ความรู้ ความเข้าใจ 
จากการศึกษาทฤษฎีและวรรณกรรมต่างๆ รวมถึงความเชี่ยวชาญเกี่ยวกับเรื่องที่ตนเองจะทำวิจัยมาช่วยในการ
ตรวจสอบและดูความเป็นไปได้ของชุดข้อมูล หรือเรียกว่า การวิเคราะห์ข้อมูลเชิงสำรวจ (Exploratory Data 
Analysis: EDA)  

 
EDA: เป็นการท าความเขา้ใจกบัชดุขอ้มลูในหลายๆ มมุมองกบัทกุๆ ตวัแปร ว่ามีลกัษณะเป็นอย่างไร  

 

EDA สามารถทำได้หลายวิธี เพื่อตรวจสอบว่าข้อมูลมีความถูกต้องและน่าเชื่อถือหรือไม่ โดยหัวใจ
สำคัญของการทำ EDA คือการวิเคราะห์ข้อมูลด้วยสถิติเชิงพรรณนา ซึ่งอาจจะเป็นค่าทางสถิติ หรือแผนภาพ 
(Visualization) หรือกราฟ มาประกอบกันในการพิจารณาตัวแปรทีละตัวแปร หรือระหว่างตัวแปรด้วยกันเอง 
เพื่อนำไปสู่การทำความสะอาดข้อมูล (Data Cleansing) โดยในขั้นตอนนี้มิได้คำนึงถึงการทดสอบสมมติฐาน
แต่อย่างใด โดยทั่วไปจะประกอบไปด้วยขั้นตอนดังนี้ 

3.1) ทำความเข้าใจข้อมูล โดยพิจารณาจากข้อมูลเชิงพรรณนา เช่น ขนาดของข้อมูล 
ประเภทของข้อมูล แหล่งที่มาของข้อมูล รูปแบบของข้อมูล ลักษณะของข้อมูล และวัตถุประสงค์ของการใช้
ข้อมูล เป็นต้น  
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3.2) ตรวจสอบความถูกต้อง หรือค้นหาความผิดปกตขิองข้อมูล ซ่ึงในขัน้ตอนนี้จำเป็นต้อง
ใช้องค์ความรู้ของผู้วิจัยที่ได้มาจากการทบทวนทฤษฎีและวรรณกรรมต่าง ๆ มาประกอบการพิจารณาว่าข้อมูล
ชุดดังกล่าวผิดปกติหรือไม่ ไม่ว่าจะเป็นเรื่องความเป็นไปได้หรือความถูกต้องของขอบเขตข้อมูล เช่น รายได้
ต่ำสุดหรือสูงสุดของกลุ่มที่สนใจ หรือความแนบในระหว่างตัวแปรตั้งแต่ 2 ตัวขึ้นไป ค่าไม่สมบูรณ์หรือขาดหาย 
(Missing Value) ข้อมูลซ้ำซ้อน ข้อมูลผิดประเภท เป็นต้น  

3.2.1) การวิเคราะห์ด้วยสถิติเชิงพรรณนา โดยนำตัวแปรแต่ละตัวมาพิจารณา
ค่าสถิติเบื้องต้นต่าง ๆ เช่น พิจารณาการแจกแจงความถี่หรือตารางการแจกแจงความถี่ ค่ากลาง ค่าการ
กระจายของข้อมูล ค่าสูงสุด ค่าต่ำสุด ค่าสุดโต่ง หรือพิจารณาคุณลักษณะระหว่างตัวแปร เช่น พิจารณา
ความสัมพันธ์ของตัวแปร 2 ตัว ด้วยค่า Correlation เป็นต้น ซึ่งจะทำให้เห็นว่าข้อมูลมีการกระจายตัวเป็น
อย่างไรในแต่ละกลุ่ม 

3.2.2) การแจกแจงของข้อมูลจากกราฟ เช่น ตรวจสอบความสัมพันธ์ระหว่างตัว
แปรด้วยกราฟ Scatter plot พิจารณากราฟ histogram เพื่อตรวจสอบลักษณะการกระจายของข้อมูลว่า
สมมาตรรอบค่ากลางหรือไม่ ใช้กราฟ Stem-and-Leaf Plots และ Box-and-Whiskers Plot เพื่อพิจารณา
ชุดข้อมูลดังกล่าวว่ามีค่าผิดปกติหรือค่าสุดโต่ง (Extreme Value) หรือไม่ จำนวนมากน้อยเพียงใด 

ก) กราฟแจกแจงความถี่หรือ Histogram แสดงลักษณะของข้อมูลว่าสมมาตร
รอบค่ากลางหรือไม่ และถ้าไม่สมมาตรส่วนใหญ่ข้อมูลจะอยู่ในบริเวณใด หรือมีลักษณะเบ้ไปในทิศทางใด ซึ่ง
ทำให้เกิดข้อสงสัยต่อได้ว่าชุดข้อมูลดังกล่าวอาจมีค่าผิดปกติ (Outlier) เกิดข้ึนหรือไม ่

ข) แผนภาพ Stem and Leaf Plot ที่ทำให้เราทราบว่ามีค่าสุดโต่งเกิดขึ้น
จำนวนมากน้อยเพียงใด และสุดโต่งไปในทางด้านค่าสูงหรือค่าต่ำ 

ค) แผนภาพ Box Plot ทำให้เราทราบว่าชุดข้อมูลดังกล่าวมีค่า Outlier เกิด
หรือไม่ และเป็น Outlier ชนิดใด ในทางทฤษฎี outlier ของ Box Plot นั้น มีด้วยกัน 2 ลักษณะตามรูปที่ 1.4 
ถ้าห่างจาก Q1 และ Q3 เป็น 1.5 ของ IQR จะเรียกว่า Suspected หรือ Mind Outlier ตามหมายเลข  
ส่วนลักษณะที่ 2 คือ 3 เท่าของ IQR จะเรียกว่า Extreme Outlier ตามหมายเลข ทั้ง 2 ฝั่ง 

 
ตัวอย่าง Ex.1 ในรูปที่ 1.5 เป็นตัวอย่างการสร้างตารางแจกแจงความถี่ หากมีข้อมูลชุดหนึ่งที่มี n=180 ค่า 

Max= $3,292 และ Min= $294 คำนวณจำนวนช่วงชั้นได้ค่า k = 8.44 สำหรับกรณีนี้ผู้วิจัยกำหนด
เป็น 8 ช่วงชั้น  และคำนวณค่าต่าง ๆ ได้ตามที่ปรากฏอยู่ในหมายเลข  เมื่อนำมาสร้างเป็นตาราง
การแจกแจงความถีจ่ะได้ค่าต่าง ๆ ตามที่ปรากฏในหมายเลข  ซึ่งจะเห็นว่าข้อมูลส่วนใหญ่กระจาย
ตัวอยู่ที่ช่วงชั้นที่ 4, 5 และ 6 ทั้งนี้ทุกท่านสามารถใช้โปรแกรม Excel หรือ SPSS ในการสร้างตาราง
การแจกแจงความถี ่รวมถึงกราฟ Histogram ได้ตามท่ีเห็นในหมายเลข  และ   
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รูปที่ 1.4 การวิเคราะห์ข้อมูลผิดปกตดิ้วย Box Plot 
 

 
 

รูปที่ 1.5 การสร้างตารางการแจกแจงความถ่ีและกราฟฮิสโตแกรม 
 

ตัวอย่าง Ex.2 หมายเลข  ในรูปที่ 1.6 เป็นตัวอย่างการพิจารณาลักษณะการแจกแจงของข้อมูลผ่านกราฟ
ฮิสโตแกรม หากข้อมูลสมมาตรจะมีค่า Mean, Median, Mode เท่ากัน  สำหรับหมายเลข  
แสดงให้เห็นว่าข้อมูลชุดนั้นมีค่า Mean> Median> Mode แสดงว่าลักษณะของการแจกแจงจะเบ้
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ขวาหรือเบ้เป็นบวก  หาก Mean< Median< Mode แสดงว่าลักษณะของการแจกแจงจะเบ้ซ้าย
หรือเบ้เป็นลบ 

 

ตัวอย่าง Ex.3 หมายเลข  ในรูปที่ 1.6 เป็นค่า stem width = 10 เพื่ออธิบายว่าหน่วยนับของข้อมูลชุดนี้ 
ทีล่ำต้นมีค่าเป็น 10 หน่วย ดังนั้นในหมายเลข  จึงแปลผลได้ว่า มีค่าข้อมูล 46 และ 48 อย่างละ 1 
ค่า ทำให้ช่วงชั้นนี้มีความถี่เป็น 2 นั่นเอง  ส่วนหมายเลข  รายงานว่ามีค่าสุดโต่ง (Extremes) 

จำนวน 3 ค่า ซ่ึงมีค่า  53    
ตัวอย่าง Ex.4 หมายเลข  ในรูปที่ 1.6 ใน SPSS จะใช้เครื่องหมาย  เป็นการรายงานว่าพบค่าผิดปกติแบบ 

Mind Outlier จำนวน 1 ค่าอยู่ที่เรคคอร์ดที่ 1  หมายเลข  เครื่องหมาย *  เป็นการรายงานว่า
พบค่าผิดปกติแบบ Extreme Outlier จำนวน 1 ค่าอยู่ที่เรคคอร์ดที่ 40 

 

 
 

รูปที่ 1.6 ลักษณะการแจกแจงของข้อมูลและ Outlier 
 

3.2.3) พิจารณาข้อมูลเชิงความสัมพันธ์ ความแนบนัยหรือความสอดคล้องระหว่าง
ตัวแปรต่างๆ โดยอาศัยเทคนิคต่างๆ เช่น สร้างกราฟหรือแผนภาพการกระจายของข้อมูล (Scatter Plot) จะ
ทำให้เห็นทิศทางความสัมพันธ์ว่าสัมพันธ์ไปในทิศทางเดียวกันหรือผกพันกัน และหากวิเคราะห์ค่าความสัมพันธ์
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เพิ่มเติม เช่น Correlation: 𝑟𝑥𝑦 จะทำให้ทราบขนาดของความสัมพันธ์ด้วย นอกจากนี้อาจใช้วิธีการวิเคราะห์
จำแนกกลุ่ม (Clustering) เพ่ือจัดหน่วยตัวอย่างที่มีลักษณะเหมือนกันให้อยู่ในกลุ่มเดียวกัน เป็นต้น 

 
ตัวอย่าง Ex.5 หมายเลข  ในรูปที่ 1.6 แสดงให้เห็นความสัมพันธ์ของทั้ง 2 ตัวแปร ผ่าน Scatter Plot ซึ่ง

จากแผนภาพเมื ่อมองด้วยตาเปล่าหรือประสบการณ์ อาจจะสรุปในเบื ้องต้นได้ว่า เมื ่อคะแนน
ภาษาอังกฤษเพิ่มขึ้นคะแนนคณิตศาสตร์ดูเหมือนจะเพิ่มขึ้นตามไปด้วย เมื่อคำนวณค่า Pearson 
Correlation พบว่ามีค่าเท่ากับ r = 0.235 ซึ่งแปลผลได้ว่าตัวแปรทั้งสองมีความสัมพันธ์เชิงเส้นตรงใน
ทิศทางเดียวกัน แต่ความสัมพันธ์อยู่ในระดับน้อย   

3.2.4) คุณภาพของข้อมูล (Data Quality)  
หากวิเคราะห์ข้อมูลเชิงสำรวจแล้วพบว่ามีข้อมูลผิดปกติ ผู ้วิจัยจะต้องจัดการกับ

ข้อมูลที่ผิดปกติเหล่านั้นให้เรียบร้อยก่อนที่จะนำไปสู่การวิเคราะห์ข้อมูลในเชิงลึกต่อไป สำหรับการแก้ไขข้อมูล
ที่ไม่ถูกต้อง หรือการกำจัดข้อมูลที่ผิดปกติ เราเรียกว่า การทำความสะอาดข้อมูล ด้วยการหาสาเหตุและ
จัดการแก้ไข โดยต้องคัดกรองหรือลบข้อมูลที่ไม่ถูกต้อง ข้อมูลซ้ำซ้อน ข้อมูลล้าสมัย หรือไม่จำเป็นออกไปจาก
ชุดข้อมูล ซ่ึงต้องทำด้วยวิธีการที่เหมาะสมกับประเภทของข้อมูลนั้น ๆ โดยอาจจะแก้ไขข้อมูลด้วยตัวผู้วิจัยเอง 
หรือเขียนคำสั่งให้แก้ไขแบบอัตโนมัติ  

เมื่อข้อมูลถูกต้องแล้วอาจจะต้องทำการจัดรูปแบบของข้อมูลหรือการแปลงข้อมูล 
(Data Transformation) ให้อยู่ในรูปแบบที่เหมาะสมกับการใช้งานหรือการวิเคราะห์ เช่น การแปลงข้อมูลให้
เป็นรูปแบบหรือ format มาตรฐานแบบเดียวกัน (เช่น วัน/เดือน/ปี หน่วยเงิน) หรือการทำให้ข้อมูลมีความ
สม่ำเสมอ (Data Normalization) การแปลงข้อมูลเชิงปริมาณให้เป็นข้อมูลเชิงคุณภาพ (เช่น การจัดกลุ่มอายุ) 
การรวมข้อมูลจากหลาย ๆ ชุดให้เป็นชุดข้อมูลเดียวกัน เป็นต้น  

สำหรับคุณภาพของข้อมูล (Data Quality) เพื่อนำไปสู่การวิเคราะห์ข้อมูลนั้น ควร
คำนึงถึง 2 ประเด็นใหญ่ (วิชุดา ไชยศิวามงคล และคณะ, 2561) ดังนี้ 

ก) คุณภาพเนื ้อแท้ของข้อมูล (Intrinsic Data Quality) เป็นคุณลักษณะที่
เกี่ยวข้องกับความถูกต้อง (Accuracy) และความเชื่อถือได้ของข้อมูล (Reliability) ถ้ามีข้อมูลเรื่องเดียวกันจาก
หลาย ๆ แหล่ง ข้อมูลเหล่านั้นควรมีความสอดคล้องกัน (Consistency)  และปราศจากอคติ 

ข) ค ุณภาพของข ้อม ูลตามบร ิบทของงาน  (Contextual Data Quality) 
หมายถึงคุณลักษณะของข้อมูลที่ต้องพิจารณาให้สอดคล้องกับปัญหา วัตถุประสงค์ หรือบริบทการใช้งานที่
เฉพาะเจาะจง โดยพิจารณาจากความครบถ้วนของเนื ้อหา ความเกี ่ยวข้องกับประเด็นที ่ต้องการศึกษา 
(Relevance) ความทันสมัยและสอดคล้องกับสถานการณ์ปัจจุบัน (Timeliness) รวมถึงความเพียงพอสำหรับ
การวิเคราะห์หรือการตัดสินใจ (Adequacy) ทั้งนี้ คุณภาพของข้อมูลในบริบทที่เหมาะสมจะช่วยให้การใช้งาน
ข้อมูลเกิดประโยชน์สูงสุด และตอบโจทย์การตัดสินใจหรือการดำเนินงานได้อย่างมีประสิทธิภาพ 
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4) การวิเคราะห์ข้อมูลทางสถิติ เป็นการวิเคราะห์เพื่อหาข้อสรุป หรือสารสนเทศจากข้อมูล หรือ
พยานหลักฐานต่าง ๆ ที่เก็บรวบรวมมาได้ อย่างไรก็ตามข้อสรุปหรือสารสนเทศดังกล่าวจะมีคุณภาพหรือไม่ 
ขึ้นกับคุณภาพของข้อมูลที่เก็บรวบรวมมาได้  

การวิเคราะห์ข้อมูลทางสถิติสามารถจำแนกได้เป็น 2 ประเภทหลัก ๆ ได้แก่  สถิติเชิง
พรรณนา และสถิติเชิงอนุมาน จากหัวข้อ EDA ที่ผ่านมา จะเห็นว่าเป็นการใช้สถิติวิเคราะห์เชิงพรรณนา มา
ช่วยในการอธิบายข้อมูลที่ก็บรวบรวมมาได้ว่ามีค่าการกระจายหรือเกิดค่าสุดโต่งในลักษณะใดบ้าง ส่วนสถิติเชิง
อนุมานนั้นจะเป็นการวิเคราะห์ข้อมูลจากตัวอย่างสุ่ม เพ่ือหาข้อสรุปไปยังประชากร ซึ่งจะกล่าวรายละเอียดอีก
ครั้งในส่วนถัดไปของหนังสือเล่มนี้    

 
สถิติเชิงพรรณนา (Descriptive Statistics) เป็นการอธิบายลักษณะของชดุขอ้มลูที่ศึกษา โดยไม่ใชห้ลักการเรื่อง

ความนา่จะเป็นและมิไดอ้า้งอิงไปถึงประชากร  

สถิติเชิงอนมุาน (Inferential Statistics) เป็นการหาขอ้สรปุของประชากรจากตัวอย่างที่สุ่มมา หรือเป็นการน า

ค่าสถิติของตวัอย่างสุ่มอา้งอิงไปยังค่าพารามิเตอรข์องประชากร 

 
Gartner IT และ Davenport, T. H. (2013) ได้อธิบาย Data Analytics ว่าสามารถแบ่งได้เป็น 4 

ระดับ ตามรูปที่ 1.7 ที่มีจุดมุ่งหมายและประโยชน์ในการนำไปใช้งานที่แตกต่างกัน ทั้งนักวิเคราะห์ข้อมูลและ
นักวิทยาศาสตร์ข้อมูล ต่างมุ่งหมายที่จะวิเคราะห์ข้อมูลเชิงลึก ( Insights) เพื่อช่วยในการตัดสินใจ โดยใช้
เครื่องมือวิเคราะห์ข้อมูลร่วมกันในหลายบริบท แม้บทบาทและระดับความลึกของการวิเคราะห์จะต่างกัน  
สำหรับนักวิเคราะห์ข้อมูลและจะทำงานกับสถิติเชิงพรรณนา (1. Descriptive Analytics) เพ่ืออธิบายว่าเกิด
อะไรขึ้นในอดีตถึงปัจจุบัน โดยสรุปข้อมูลและแสดงผลในรูปแบบที่เข้าใจง่าย  จากนั้นวิเคราะห์หรือวินิจฉัย
ถึงสาเหตุของเหตุการณ์ที่เกิดขึ้น (2. Diagnostic Analytics) เพื่อตอบว่าทำไมจึงเป็นเช่นนั้น เช่น การ
วิเคราะห์ฤดูกาล หรือความสัมพันธ์ระหว่างตัวแปรต่าง ๆ  ในขณะที่นักวิทยาศาสตร์ข้อมูลพยายามใช้ข้อมูล
ในอดีตร่วมกับแบบจำลองเชิงสถิติ  หรือ Machine Learning เพื ่อทำนายสิ ่งที ่จะเกิดขึ ้นในอนาคต (3. 
Predictive Analytics)  และนำตัวแบบหรือแบบจำลองที่สร้างขึ้นใช้เป็นแนวทาง เพื่อคาดการณ์และการ
ประเมินผลลัพธ์ในทางเลือกต่าง ๆ ที่ทำให้เกิดผลตอบแทนสูง โดยเสียค่าใช้จ่ายต่ำ (optimization) (4. 
Prescriptive Analytics) เพ่ือนำเสนอทางเลือกท่ีเหมาะสมที่สุดในการตัดสินใจ   

 

5) การตีความ เพ่ือสร้างข้อสรุปจากผลการวิเคราะห์ข้อมูลไปยังบริบทของเรื่องนั้น ๆ ซ่ึงการที่จะ
ตีความได้ลึกซึ้ง ผู ้วิจัยจะต้องมีความรู้ความเข้าใจสถานการณ์หรือบริบทของเรื่องนั้น ๆ เป็นอย่างดี  เพ่ือ
เชื่อมโยงกับวรรณกรรมและทฤษฎีต่าง ๆ ไปสู่การตอบโจทย์วิจัยหรือตอบวัตถุประสงค์ท่ีตั้งไว้ได้อย่างเหมาะสม 
นอกจากนี้ในระหว่างสรุปผลและตีความอาจพบกับประเด็นวิจัยหรือคำถามวิจัยใหม่ ๆ ที่น่าสนใจ และนำไปสู่
กระบวนการวิจัยในรอบต่อไป     

 


